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A2 Amazon #E 3] Containers ?

Amazon Deep Learning Containers 25t #ZEH Docker &1 , TAE R IETRITHIREZIE
ZEMITE, AmazonTil Amazon ERtiZEH L RENREE I NARFREM — B up-to-date, T2 H
RACKZITRIERE, BEFAMEM , 5% Dee Amazon p Learning Containers Al 7o

EEINAE
MZRHREFIER

Amazon Deep Learning Containers @FE S AN REFIERN ML EMEEMZ , $120 TensorFlow
Mo PyTorchiX#mMITEMLIT a4 3 B 2 B9 Docker &

FE 1 0IR

Amazon Deep Learning Containers £t 3 &F CPU, GPU MEMEFEMNREZIHITT 1L,
Amazon E{1%#F CUDA. cuDNN MEMMLENE , ARAET GPU W EC2 L B KBl KR E G
CPUs raviton #1 Tra GPUs inium LA K% % 45/R K Habana-Gaudi 4B 288 &% 1THS 5 Amazon A K 4%
/R Habana-Gaudi 42258958 XIhEE. Amazon

Amazon RS ER

Amazon Deep Learning Containers A] 5% Amazon RS ToEEERK , ©FE SageMaker A TH#E,
T O a# i R ES RS (ECS). I3 # Elastic Kubernetes Service (EKS), I 53i# 1 EC2 Amazon
ParallelCluster iX#£ Al AR ¥\ #E Amazon ERtZEM L HRBNETREFIEBENNAEF,

ZE BEMEHN

Amazon EHi4E$ F1E # Dee Amazon p Learning Containers , SAT{RIE T L R SR FTAR A B R E 2
JEEMGBRR, XEBTRE AmazonEFEREZIRENLZ 2 up-to-date,, HATLEBHT
EERZL2NTHEFNTHE, FASTHNRZLITEMREZI AR —NRAREEEES , B
s Dee Amazon p Learning Containers &3 2 E S B EfMEBRX M AE, X TUEREN
REZINREREZENGEH , MEAEEEHITRKEFHIREE. EXBFLEHIE , Dee Amazon p
Learning Containers A T X FHA A REZIRBNNARRF K MAXEBLRREEMERENZ S
g3 XAURSHAN ITERR  HELESERENDTR P EA X F A RMEREF S EE,

Amazon

FEIEE 1
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N7 =

Amazon Deep Learning Containers F£A T AmazonE FREZIMNZER&FHIERA

=AY ZR

£/ Dee Amazon p Learning Containers £&F CPU, GPU MEZEIKZIH Amazon Amazon
EC2 =4l EiISREHRESZ &R | & E Hyperpod ERIAZH 2ill%. Amazon ParallelCluster
SageMaker

RETRE

£/ Dee Amazon p Learning Containers fZBZ I JIGHNER , LEBI AT ERZEARNETAT B
Amazon, ATHATFEFHWH#IE, SageMaker

SR8 M R 2 14

Amazon AT EREMNASRRESHREFEIF KK, Amazon Deep Learning Containers =&
SageMaker Al Studio FEIZ AR ERINIETT , ATARAFF R FMREE R T,

RERERMRAY

FARBERE AmazonEF & H CI/CD &&E |, HlanfE A Amazon ECS = Amazon EKS BIASE | L
M-, BHLWREZS TEAE.

BR%= 2
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Dee Amazon p Learning Containers Al’]

LT EH N B MR Deep Learning Containers £ Amazon 2t 22# L E1TEMER P K RHEIK
=R

i IEESH]

- BX7E SageMaker Al Ff§F Deep Learning Containers W{ER , H5H (HNECHWEERER S
SageMaker Al &4 X4

- ETRUM1E EKS HyperPod LA SageMaker Al B9 Deep Learning Containers , 55 # £
A Amazon E SageMaker KS Al 4w#E SageMaker HyperPod £ &,

FH

- BEM Deep Learning B &5
- L5 EC2 ¥

- IS5 ECS #iE

- 5 EKS #izE

HENX Deep Learning As%

Deep Learning Containers T NS EMNHIRFIER, EMiRENLESHRRSMHE. TAEGRE
HNAREHNTEIRAELNLAIRE, XERBEMERE TERNKBXR , TEFIIREMRLL , HE
A LLES Amazon Elastic Container Registry (ECR) FERTIRS, ki , XERB[EAESEH T I =
RS TsgthiE | BIELS#, 5% EKS SageMaker, Amazon #1 Ama EC2 zon ECS.

iz
EUATHESD , BIPFERIT A EE X PyTorch JIZRE 2R , HFALRMEEE B E LHKERRH,

o ERHIHH PyTorch YILKEF : 2.7 1%k GPU B FHIFRE 2-2.7.1-gpu-py3 PyTorch 12-cu128-
ubuntu22.04-ec2

- WESIBERBAHFMNIRERA , @FE NVIDIA CUDA, cuDNN # EFA, MNRREESTHKEX
PyTorch 2.7 Training BI&F B2 E, ERNAHNFAGE , BSELLNRITHA,

55 Atk E A5 & 81 2 — > Dockerfile,

MWEBEXLER 3


https://docs.amazonaws.cn//sagemaker/latest/dg/your-algorithms.html
https://docs.amazonaws.cn//sagemaker/latest/dg/your-algorithms.html
https://docs.amazonaws.cn//sagemaker/latest/dg/sagemaker-hyperpod-eks.html
https://github.com/aws/deep-learning-containers/blob/master/available_images.md
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-7-training-ec2-ecs-eks.html

Amazon SREZF A8 FEANGIER

FROM 763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-training:2.7.1-gpu-py312-
cul28-ubuntu22.04-ec2
# Add custom code and testing scripts required

£ Docker UG BEX BN B E RS ERS | RETIEQENAN A Docker Eftk ( BENE
MAFE ).

$ docker build -t <registry>/<any name>:<any tag>
BRI LAERAL T o SRIz1TRE , HH “-gpus al’ iRE AT BREZ TR FR GPU,
$ docker run -it --gpus all <registry>/<image-name>:<tag>

HIXEZH N A Docker JEM K :

$ docker push <registry>/<any name>:<any tag>

/A Important
YRATBEEE R F T 8215 Deep Learning Containers B EM#E, EUTHTHIBELNKX
15

$ aws ecr get-login-password --region us-east-1 | docker login --username AWS --
password-stdin 763104351884 .dkr.ecr.us-east-1.amazonaws.com

EREMAEERER | F1SEREMRE AR BN SSERREM RSB o

5% EC2 #32

AN B UMIE Deep Learning Containers LE1TUISM#EE LL EC2 £/ PyTorch, #,
TensorFlow

HEFF AT HEZR , BEAPHNSRIL D EC2 RE.

AES
- W5 EC2 RE
- Y%k

T 55k EC2 ##2 4
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o HEIH
- BEXAOR

W5 EC2 RIE
EATH | SFFIWNAEAL S #H#E M ITERIRE Dee Amazon p Learning Containers.
TR T SRREEEHEH

« fEALL TR BIZE Amazon Identity and Access Management A PRSI B R, EHLE IAM
EHENRBEDFPRREVEBREN.
- W 5# ECS_ BUE FullAccess

» AmazonEC2ContainerRegistryFullAccess

BXUZHERE IAM AFNESER , B5H IAM A EE R a R AN ER IAM S 48R,

- Bl E#EMITERSH (CPU S GPU ) , RFRREFTEM AMI, Hit AMIs T , BEE
XK GPU BEEFo

- BEMEA SSH E#EFNEN £fl,. BXREENEZEE , S Amazon EC2 Al R RIS HIE
BERERT. .

« fEFAR% Amazon CLI ¥ 5] Amazon CLI lRA RS RBRENWIREE RN

s FEBHIKRBIF | 1217 aws configure HiRHERIEAF NI,

s EENEHIF | BITUTHRERIEE Deep Learning Containers B Amazon ECR 1 &,

aws ecr get-login-password --region us-east-1 | docker login --username AWS --
password-stdin 763104351884 .dkx.ecr.us-east-1.amazonaws.com

IFEEA

E THABXMERA Deep Learning Containers £ Bk = EC2 #ATNSGMMEENFEE , BES L T#
EC2 #iz,

LESN

AT N EC2 A PyTorch H17£ Dee Amazon p Learning Containers for Amazon =174k
TensorFlow,

ok

TS EC2 RE 5


https://console.amazonaws.cn/iam/home?region=us-east-1#/policies/arn%3Aaws%3Aiam%3A%3Aaws%3Apolicy%2FAmazonECS_FullAccess
https://console.amazonaws.cn/iam/home?region=us-east-1#/policies/arn:aws:iam::aws:policy/AmazonEC2ContainerRegistryFullAccess
https://docs.amazonaws.cn/IAM/latest/UserGuide/access_policies_manage-attach-detach.html
https://docs.amazonaws.cn//dlami/latest/devguide/overview-base.html
https://docs.amazonaws.cn/AWSEC2/latest/UserGuide/TroubleshootingInstancesConnecting.html
https://docs.amazonaws.cn/AWSEC2/latest/UserGuide/TroubleshootingInstancesConnecting.html
https://docs.amazonaws.cn/cli/latest/userguide/install-cliv1.html#install-tool-bundled
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« PyTorchill&k

« TensorFlowi)l|Zk

- EESR

PyTorchi)ll£k

Z PyTorch M8 Amazon EC2 SRfIFF#RIZ , EEANUN TR ETRSR. 4P Anvidia-
docker¥ GPU M,

- AT CPU

$ docker run -it <CPU training container>

- XIF GPU

$ nvidia-docker run -it <GPU training container>

« fNRYRE docker-ce RAS 19.03 HEFIRA , ¥RATLATE docker £ A--gpus #57& :

$ docker run -it --gpus <GPU training container>

$ git clone https://github.com/pytorch/examples.git
$ python examples/mnist/main.py --no-cuda

« XF GPU

$ git clone https://github.com/pytorch/examples.git
$ python examples/mnist/main.py

PyTorch £/ NVIDIA Apex #4179 = GP

NVIDIA Apex 2—REEATRAEBEN S AN INEHWERAERMN PyTorch ¥ R, BXApexiZ2#HI3E
AREFNESEER , H1HE NVIDIA Apex™Mih, Apex BRTHA T RS T EC2 L4 HF

YR 6



https://nvidia.github.io/apex/
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EF AR NVIDIA Apex # T2 RN |, BE GPU JISBRBNLKFRHIETUTHES. REAIER
&1 Amazon EC2 34l GPUs EZEVEWA |, FREETH1T0Hm RISk,

$ git clone https://github.com/NVIDIA/apex.git && cd apex
$ python -m torch.distributed.launch --nproc_per_node=2 examples/simple/distributed/
distributed_data_parallel.py

TensorFlowi)l| &k

&% Amazon EC2 R6lf5 , B LAMERALL T8 $121T TensorFlow TensorFlow 2 N&A88. M
Anvidia-dockerF GPU &,

« XXFEF CPU ML , BIzTUAT@R.
$ docker run -it <CPU training container>
« NTFTET GPUWILZ , BEITUTHT,
$ nvidia-docker run -it <GPU training container>

S SURBERRNEITEARHAERIFZHNRE— shell BRFF. AF , BUBETUTHSHITEA
TensorFlow,

$ python

>> import tensorflow

& Ctrl+D JREE| bash R, ETUATaRTEAFTHINLE

git clone https://github.com/fchollet/keras.git
$ cd keras

$ python examples/mnist_cnn.py

IEE S

EHEL L% E EC2 £/ Deep Learning Cont PyTorch ainers 23] #32 | &S PyTorch#Hf .

NS -
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HE

AT NEWMAER PyTorchFEER T S#sE 4 it B =M Dee Amazon p Learning Containers £i&
TH®E, TensorFlow

&

« PyTorch#if
« TensorFlowHE i

PyTorch# i

1.6 X E & PyTorch iR4#) Deep Learning Container TorchServe s A T#ZiEH. 1.5 XER
PyTorch KX ZK) Deep Learning Container multi-model-server s AF#IEFA,

PyTorch 1.6 X E & RA

N TIBTHIE PyTorch , BLRBIEA T A S3 FHMETE Imagenet LFIYIGHER, HERMER
TorchServeiZftf, EXEZER , BSHXBEXRTEALIE PyTorch #IEH TorchServe %,

*F CPU =41 :

$ docker run -itd --name torchserve -p 80:8080 -p 8081:8081 <your container image id>
\

torchserve --start --ts-config /home/model-server/config.properties \
--models pytorch-densenet=https://torchserve.s3.amazonaws.com/mar_files/densenetl6l.mar

XF GPU =41

$ nvidia-docker run -itd --name torchserve -p 80:8080 -p 8081:8081 <your container
image id> \

torchserve --start --ts-config /home/model-server/config.properties \

--models pytorch-densenet=https://torchserve.s3.amazonaws.com/mar_files/densenetl6l.mar

WMRIRE docker-ce R4S 19.03 HE FhRA , M AT LATE /S 30 Docker B £ A% - -gpustne
BEXHOEERSEF.
fRSEERaE , BMETUERATEENTEANE OEITHE,

$ curl -0 https://s3.amazonaws.com/model-server/inputs/flower. jpg

IR 8


https://www.amazonaws.cn/blogs/machine-learning/serving-pytorch-models-in-production-with-the-amazon-sagemaker-native-torchserve-integration/
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curl -X POST http://127.0.0.1:80/predictions/pytorch-densenet -T flower.jpg

FERERSERE , BUUFERUTELEEZR,
$ docker rm -f torchserve

PyTorch 1.5 R ERRAK

N TIZITHE PyTorch , W RHIEA 7 03 S3 FMAFTE Imagenet EFRIISRVER, HEBEEFERAN
multi-model-server , E ] L B FERENFRK. BREZEL |, ESH multi-model-server,

3t F CPU 3E44 :

$ docker run -itd --name mms -p 80:8080 -p 8081:8081 <your container image id> \
multi-model-server --start --mms-config /home/model-server/config.properties \
--models densenet=https://dlc-samples.s3.amazonaws.com/pytorch/multi-model-server/
densenet/densenet.mar

3 F GPU =24

$ nvidia-docker run -itd --name mms -p 80:8080 -p 8081:8081 <your container image id>

\

multi-model-server --start --mms-config /home/model-server/config.properties \
--models densenet=https://dlc-samples.s3.amazonaws.com/pytorch/multi-model-server/
densenet/densenet.mar

WRIRE docker-ce hRZ< 19.03 EFRAS , M ATLAFE/Z 3 Docker BHEA % - -gpustrd.
BEXHITEERHRT.

BSeREE  BIERMERL T A EMNTENE QETHE,

$ curl -0 https://s3.amazonaws.com/model-server/inputs/flower. jpg
curl -X POST http://127.0.0.1/predictions/densenet -T flower.jpg

ERATRRE  BUNEARTIEREBR.

$ docker rm -f mms

IR 9


https://github.com/awslabs/multi-model-server
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TensorFlowHE

T E M ER Deep Learning Containers 3H{THEIE | I RBIGER T — /N A TensorFlow 2
Serving I EI ¥ M—EH, BMNBWERAREZSER AMI for TensorFlow 2, &EFEHIF , BT

T8%,

$ git clone -b r2.0 https://github.com/tensorflow/serving.git
$ cd serving

FERL ST AR LER M Deep Learning Containers 31T TensorFlow fR%. SR FIUIEH
Deep Learning Containers 7@ , BERFEETASBELEFTR , HEANEEHEET,

« 3F CPU 3£4i :

$ docker run -p 8500:8500 -p 8501:8501 --name tensorflow-inference --mount
type=bind, source=$(pwd)/tensorflow_serving/servables/tensorflow/testdata/
saved_model_half_plus_two_cpu,target=/models/saved_model_half_plus_two -e
MODEL_NAME=saved_model_half_plus_two -d <cpu inference container>

Flan -

$ docker run -p 8500:8500 -p 8501:8501 --name tensorflow-inference --mount
type=bind, source=$(pwd)/tensorflow_serving/servables/tensorflow/testdata/
saved_model_half_plus_two_cpu,target=/models/saved_model_half_plus_two
-e MODEL_NAME=saved_model_half_plus_two -d 763104351884 .dkr.ecr.us-
east-1.amazonaws.com/tensorflow-inference:2.0.0-cpu-py36-ubuntul8.04

« XF GPU =4 :

$ nvidia-docker run -p 8500:8500 -p 8501:8501 --name tensorflow-inference --
mount type=bind,source=$(pwd)/tensorflow_serving/servables/tensorflow/testdata/
saved_model_half_plus_two_gpu,target=/models/saved_model_half_plus_two -e
MODEL_NAME=saved_model_half_plus_two -d <gpu inference container>

Hlan -

$ nvidia-docker run -p 8500:8500 -p 8501:8501 --name tensorflow-inference
--mount type=bind, source=$(pwd)/tensorflow_serving/servables/tensorflow/
testdata/saved_model_half_plus_two_gpu, target=/models/saved_model_half_plus_two

H#E3E 10


https://docs.amazonaws.cn//dlami/latest/devguide/overview-base.html
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-e MODEL_NAME=saved_model_half_plus_two -d 763104351884 .dkr.ecr.us-
east-1.amazonaws.com/tensorflow-inference:2.0.0-gpu-py36-cul@@-ubuntul8.04

® Note
g GPU A RS REE E—LatiE,
=T 3K , £/ Deep Learning Containers iz {THE

$ curl -d '{"instances": [1.0, 2.0, 5.0]}' -X POST http://127.0.0.1:8501/v1/models/
saved_model_half_plus_two:predict

MHRBTUATRR,

{
"predictions": [2.5, 3.0, 4.5
]

}

(® Note
ERHAHFNEE , BAUERAEHM MBI RFNRE , WA THEAR
$ docker attach <your docker container name>
FH T XMl Ftensorflow-inferences

IFEE

E T IN{A7E Amazon ECS BB E X A OS5 Deep Learning Containers BB& A |, 55/, BE
MABR

BEXAOR

NTFHELEESG , Deep Learning Containers FFABENXAORKA, MEZEFAESHWAOR , ATH
BROMTARBEAOR,

BEXAOR
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- EEEESITHEBEXAARSMAE  BEALSGT.

docker run --entrypoint=/path/to/custom_entrypoint_script -it <image> /bin/bash

- EFAORRENZE , BEALSB T

docker run --entrypoint="" <image> /bin/bash

5% ECS #32

AN EWMAER PyTorchF4E5E A F Amazon ECS B Dee Amazon p Learning Containers £3& 1Tl
Z:# TensorFlowH#E,

EIFBUTHEZR , BTKPHSRIL D% ECS RE,

ok
« T5# ECS RE
- ik
.

« BEXAAR

55 ECS RiE

REBAE A E AL s R ERARS1EE D Amazon eep Learning Containers,

7 Deep Learning Containers i% & &i# ECS

Bl R SR AT

ALREREMBRIRECTAUAT EREH

ZRAMEZFHIRAL Amazon CLl, BXZERARNEZELR Amazon CLI , HSHZE
Amazon Command Line Interface,

o A Amazon ECS #{TiREH PN LR,

T3 ECS #iiz2 12


https://docs.amazonaws.cn/cli/latest/userguide/installing.html
https://docs.amazonaws.cn/cli/latest/userguide/installing.html
https://docs.amazonaws.cn/AmazonECS/latest/developerguide/get-set-up-for-amazon-ecs.html
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« INEHAE Amazon ECS BREPIAE, AXESZER TN (LDHEMRRRSTRAARE

M) FH Amazon ECS &253£4] IAM A€,

« Amazon CloudWatch Logs IAM KB E R INE Amazon ECS BRiskflAs | ZAE AT Amazon

ECS | 5# &% B & CloudWatch, BXEZEELR |, 55 A mazon BHERBBISHF XEEREH
HICloudWatch BE IAM K,

- SIEFNRSAREFNENZSAE , BT AENHEERSSRNRO,

« 7 HIT TensorFlow #ElT |, i 0 8501 F 8500 [@ TCP FREF M.

BXEZEER |, BSH Amazon EC2 Z4£ 4,

A Deep Learning Containers IR EXI & ECS

RIS B W{AF Amazon ECS & &)1 £ Deep Learning Containers,

/A Important

MEENIKFEZLBET Amazon ECS RSHEXAE , NIRELERLEEAE , BN
INBRT , ZACNATENERS. MRENESENLER awsvpe MEER |, REIRSHE
BERNFERAUTE—IIE . RSKEI., NIPMBRFZR. ZNBIRAD Elastic Inference 1iE
2, NFEERSHEXAG, NRRXMER , UFRNERLEEAR, BXELZER , HSH
Amazon ECS F R A RIEETHFEAEA T Amazon ECS RS HEXAE,

MERNENEBITATRE,

1.

2.

EAEHZEtENRAT MRS EH N XE P 6|2 Amazon ECS £,

aws ecs create-cluster --cluster-name ecs-ec2-training-inference --region us-east-1

ERWEFEPZI —PHZ A Amazon EC2 =4l, BHXETF GPU WIE , 2/ GPUs
Amazon ECS FF & A RIEFFHITE Amazon ECS LA | LEHEHSEHIE R &R, MRE%
£ GPU £HIRE | FHMIEEKZXE GPU £1L# Amazon ECS AMIl, X FEF CPU KT , £R
AILAERAZRS ECS b IE D% Linux 3 Amazon Linux 2, AMIsH <& AR S 4) K B AT I 2
ECS {L1LH) AMI IEEZ(EE IDs , BSFL S# ECS £1b. AMIsERRAIF | LRFE 3 —4NF
BET GPU 9 AMI B93E41 , HEE KR 100 GB , XA us-east-1,

a. EAUTABRGEEN my_script.txt BX#H. 5IREEL-SHOIBNE LB
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#!/bin/bash
echo ECS_CLUSTER=ecs-ec2-training-inference >> /etc/ecs/ecs.config

b. (A& ) EAUTARGEEN my_mapping.txt BX#H , XFECIELPIFEEIREN K

PNo
[
{
"DeviceName": "/dev/xvda",
"Ebs": {
"VolumeSize": 100
}
}
]

c. FERATL% ECS t1LH AMI BT 5% EC2 324 , FSHERIIER, FHSNENR
24 ID # key pair BF , HEUTHSHFEREN]. EREFHIL L ECS 1L AMI
ID , HSRT D # M REERST R AMIsEEEF TS ECS 41,

aws ec2 run-instances --image-id ami-0dfdeb4b6d47a87a2 \
--count 1 \
--instance-type p2.8xlarge \
--key-name key-pair-1234 \
--security-group-ids sg-abcd1234 \
--iam-instance-profile Name="ecsInstanceRole" \
--user-data file://my_script.txt \
--block-device-mapping file://my_mapping.txt \
--region us-east-1

£ Amazon EC2 ##l&m |, BB MM Finstance-idREIEL SR EE K,
WE , BELWE—NEEZTEEEHIM Amazon ECS £8 ., BXUUTHSREUE Amazon EC2 SE4
=R EESEB M,
I®UF Amazon EC2 L4l 2B B EERF B EM

1. 7E https://console.aws.amazon.com/ecs/v2 FITFFRHI &,

2. ERSEEEME Amazon EC2 SEHIREEE,

TS5 ECS RE 14
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Amazon REF ] B85 FEARIERE
3. EEETHEL , EBREMIEE.
4. £ BEIH T BIIREERinstance-idTELE—FSH0EN, B4, FEIETHCPUM

TRARENE , RAXEEEUTHERAEREA, LRETERFEE/LoHTRERERH A
o

IEEER

= 7B <% Amazon ECS L{# /A Deep Learning Containers TG MHEENEL |, HSHLIH
ECS #ig,

PLEAN

(® Note

AF5 A 4B WAl 55 F M £ Dee Amazon p Learning Containers for Amazon #4228 PyTorch BR
% 1217114k TensorFlow,

/A Important

MREHMK - 2812 Amazon ECS lRESHEX<AE , NRINVBER TARAEHNRSERZAE ,
BRIFBEMAEE—NTAR, IRENESENER awsvpc MEEXNSFRFEE N E
AERFAI , WEERFSHEXAEC, MRBRSEANDIFEEGEE. S BIRAWN Elastic
Inference IiEEF , MEFEEZAG , EXMBERT , EFNELLIEEAR, BEXESZEE
#EZ % Amazon ECS FF R A RSP HERAER T Amazon ECS HIRESHEXAE,

AES

« PyTorch JIl£k

- BESR

« TensorFlowi)l| %

- BESR
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PyTorch Ik

BIFEAMESEX , RIGFTBETE Amazon ECS £# LizTES. EFENRZAE—EHN—RIIAE

i

2o UWTRBIER—NRHBI Docker & , ZBEBIFIIZEI A NZ Deep Learning Containers H,

FERAUTABEER RN ecs-deep-learning-container-training-taskdef.json #X

- JEFF CPU

"requiresCompatibilities":[
"EC2"
1,
"containerDefinitions": [
{
"command": [
"git clone https://github.com/pytorch/examples.git && python
examples/mnist/main.py --no-cuda"
1,
"entryPoint": [
"sh",
n_en
1,
"name":"pytorch-training-container",
"image":"763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-
training:1.5.1-cpu-py36-ubuntul6.04",
"memory" :4000,
"cpu":256,
"essential":true,
"portMappings":[
{
"containerPort":80,
"protocol":"tcp"

1,
"logConfiguration": {
"logDriver":"awslogs",
"options":{
"awslogs-group":"/ecs/pytorch-training-cpu",
"awslogs-region":"us-east-1",

"awslogs-stream-prefix":"mnist",
"awslogs-create-group":"true"

NS
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1,

"volumes": [

iF
"networkMode":"bridge",
"placementConstraints": [

1,
"family":"pytorch"
}
- X¥F GPU
{
"requiresCompatibilities": [
IIECZII
1,
"containerDefinitions": [
{

"command": [

"git clone https://github.com/pytorch/examples.git && python
examples/mnist/main.py"

1,
"entryPoint": [
"sh",
n_en
1,

"name": "pytorch-training-container",
"image": "763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-
training:1.5.1-gpu-py36-cul@l-ubuntul6.04",
"memory": 6111,
"cpu": 256,
"resourceRequirements" : [{
"type" : "GPU",
"value" : "1"
1,
"essential": true,
"portMappings": [
{
"containerPort": 80,
"protocol": "tcp"

NS 7
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}
1,
"logConfiguration": {
"logDriver": "awslogs",
"options": {
"awslogs-group": "/ecs/pytorch-training-gpu",
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "mnist",
"awslogs-create-group": "true"
}
}
}
1,
"volumes": [],
"networkMode": "bridge",

"placementConstraints": [],
"family": "pytorch-training"

2. EMEFSENL. BTREHPFNEITRS , FET—IHEATE,

aws ecs register-task-definition --cli-input-json file://ecs-deep-learning-
container-training-taskdef.json

3. FREFSEMUERES. EFEEL—SHHNEITIRRR.

aws ecs run-task --cluster ecs-ec2-training-inference --task-definition pytorch:1

£ https://console.aws.amazon.com/ecs/v2 FITFFiRE A

i%# ecs-ec2-training-inference £&,
£ Cluster TUE L , #%4F Tasks.
£554L FRUNNINGIRAS G |, IBBESHRRA.

EBE T, &E “BEBFEFELR” CloudWatch, XA ZE| CloudWatch 3251 A LLEF 1| SRt
EBE,

© N o o &

IEEEA

E# M PyTorch Deep Learning Containers 7 Amazon ECS L2 #8 | FZHPyTorch H#Hi,
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TensorFlowi)l| &k

1

70N

RIMFEFMESENL T REE ECS EH LETES, S ENRDAE—RBHN—RINEERE. UTRHA
£ A — R Docker &£ |, ZESF LM AR NE| Deep Learning Containers H, & °] LU LB AR
5 TensorFlow = TensorFlow 2 BE&E M. ERES TensorFlow 2 —#2ffH , % Docker BB E X

J TensorFlow 2 &15.

1.

FERAUTHRBEER N ecs-deep-learning-container-training-taskdef.json BX

- BT CPU

"requiresCompatibilities": [
"EC2"
1,
"containerDefinitions": [{
"command": [
"mkdir -p /test && cd /test && git clone https://github.com/
fchollet/keras.git && chmod +x -R /test/ && python keras/examples/mnist_cnn.py"
1,
"entryPoint": [
"sh",
n_en
1,
"name": "tensorflow-training-container",
"image": "763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-
inference:1.15.2-cpu-py36-ubuntul8. 04",
"memory": 4000,
"cpu": 256,
"essential": true,
"portMappings": [{
"containerPort": 80,
"protocol": "tcp"

11,
"logConfiguration": {
"logDriver": "awslogs",
"options": {
"awslogs-group": "awslogs-tf-ecs",
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "tf",
"awslogs-create-group": "true"
}

NS
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1,

"volumes": [],
"networkMode": "bridge",
"placementConstraints": [],
"family": "TensorFlow"

« XF GPU

"requiresCompatibilities": [
"EC2"
1,
"containerDefinitions": [
{
"command": [
"mkdir -p /test && cd /test && git clone https://github.com/
fchollet/keras.git && chmod +x -R /test/ && python keras/examples/mnist_cnn.py"
1,
"entryPoint": [
"sh'",
n_en
1,
"name": "tensorflow-training-container",
"image": "763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-
training:1.15.2-gpu-py37-cul@0-ubuntul8. 04",
"memory": 6111,
"cpu": 256,
"resourceRequirements" : [{
"type" : "GPU",
"value" : "1"
1,
"essential": true,
"portMappings": [

{
"containerPort": 80,
"protocol": "tcp"
}
1,
"logConfiguration": {
"logDriver": "awslogs",
"options": {
"awslogs-group": "awslogs-tf-ecs",
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"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "tf",
"awslogs-create-group": "true"
}
}
}

1,

"volumes": [],

"networkMode": "bridge",

"placementConstraints": [],

"family": "tensorflow-training"

2. EMEFSENL. BTREHPFNEITRS , FET—IHEATE,

aws ecs register-task-definition --cli-input-json file://ecs-deep-learning-
container-training-taskdef.json

3. HARFSENCERES. BFBEL-FPNBITRSNERRIBRPENEEFNEN

aws ecs run-task --cluster ecs-ec2-training-inference --task-definition tf:1

© N o o &

EB&,

IEEEA

$TFF Amazon ECS 2 ##2#|A& , Wit A https://console.aws.amazon.com/ecs/o

i%# ecs-ec2-training-inference £&,
£ Cluster WE L , %32 Tasks.

E554 TRUNNINGRES 7, EEESIRAR
FAFE T , &R EFREREELE” CloudWatch, X&$F4&#H 2| CloudWatch 13§l & U EF IR

E A TensorFlow Deep Learning Containers £ Amazon ECS L% #1 | {5 TensorFlow#

]}
o

HEIE

ATNBWNAFER,. MEERTLS#HEMEAEERS (Amazon ECS) #) Dee Amazon p Learning
Containers PyTorch LiZ4T# ¥, TensorFlow

HE

21
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/A Important

MREHKFELBIET Amazon ECS RFHXAE , NIREZBEZHLIEEAE , BNEKIA
BRT , ZACHATENERS., MRENESENER awsvpe MEES |, MFEERSHE
XAEG, MRBRFEENFEARS AN, HBHERFHEE. ZNBEHRAR Elastic Inference
iESE  NtEEZAG , EXTERT , EFRERLEEAR, BXEZER , HSH
Amazon ECS FR A RIEEFHEAER T Amazon ECS WERSZSHX<AE,

b

- PyTorch #EMi
« TensorFlowHE i

PyTorch H#ET

BT FAMESEN , AR FBEE Amazon ECS £# EE1TES ., FEENRSHEE—RBH—RT
B, UTRBIEA—NRHI Docker E , ZEBR CPU = GPU #EM AR INE Deep Learning
Containers #,

IEEER

B 7 a7 Amazon ECS L{# A% A Deep Learning Containers WEEXAOR , 28, BENY
A DI@\

TensorFlowHE

AT R BIER — N6 Docker & , ZEHBEIS ENMNH SR CPU 5 GPU #HER AR INE] Deep
Learning Containers A,

BT CPU H#E
ERAUTROEITE T CPU RYHEE,

1. FRAUTARBESRZN ecs-dlc-cpu-inference-taskdef.json WX#. RALLFHE
TensorFlow E§ TensorFlow 2 —R A, ZJEE TensorFlow 2 —# 2 , &5’ Docker BHE
X h TensorFlow 2 1% , AR RE r2.0 REEHEI XMT = r1.15,

{
"requiresCompatibilities": [
IIECZII
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1,
"containerDefinitions": [{
"command": [
"mkdir -p /test && cd /test && git clone -b rl.15 https://github.com/
tensorflow/serving.git && tensorflow_model_server --port=8500 --rest_api_port=8501
--model_name=saved_model_half_plus_two --model_base_path=/test/serving/
tensorflow_serving/servables/tensorflow/testdata/saved_model_half_plus_two_cpu"

1,
"entryPoint": [
"sh'",
Il_cll
1,
"name": "tensorflow-inference-container",
"image": "763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-

inference:1.15.0-cpu-py36-ubuntul8. 04",
"memory": 8111,
"cpu": 256,
"essential": true,
"portMappings": [{
"hostPort": 8500,
"protocol": "tcp",
"containerPort": 8500
},
{
"hostPort": 8501,
"protocol": "tcp",
"containerPort": 8501
I
{
"containerPort": 80,
"protocol": "tcp"

}

1,

"logConfiguration": {
"logDriver": "awslogs",

"options": {

"awslogs-group": "/ecs/tensorflow-inference-gpu",

"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "half-plus-two",
"awslogs-create-group": "true"
}
}
1,

"volumes": [],
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"networkMode": "bridge",
"placementConstraints": [],
"family": "tensorflow-inference"

}

2. EMEFSENL. BTHREHPNEITRS , FET—IHEATE,

aws ecs register-task-definition --cli-input-json file://ecs-dlc-cpu-inference-
taskdef.json

3. flZ Amazon ECS RS BEEESZEMNE , iBrevision_idA Et—FHEHPESELHWEITHRS
B,

aws ecs create-service --cluster ecs-ec2-training-inference \
--service-name cli-ec2-inference-cpu \
--task-definition Ec2TFInference:revision_id \
--desired-count 1 \
--launch-type EC2 \
--scheduling-strategy="REPLICA" \
--region us-east-1

4. I e AL T S ERK I UE AR 55 IR EUM 4B 48 v 75

a. 1 https://console.aws.amazon.com/ecs/v2 FFTFIEHIA

b. i%&# ecs-ec2-training-inference £,
c. 1E Cluster (5£8%) TWHE L , i£3%F Services (fRS) , AFIEE cli-ec2-inference-cpuo
d. EHLTFRUNNINGRASG , EBESHIRA,

e. EBE T, &R “BEFZEXEER CloudWatch, X&¥F&EH | CloudWatch Z&EI B LLEF I
GHEBRE,

f. 7E Containers (A28) T , B ARIFHEE.

g FEBW M MEHE" T , £ ISP TicTwO 8501 @ IP #hut , HET —FHERAZ
Mok,

5. BEEBITHE , BEAUTHT. IR P thut BiR7 £ — TPy S EREEEE 1P sk,

curl -d '{"instances": [1.0, 2.0, 5.0]}' -X POST http://<External ip>:8501/v1l/
models/saved_model_half_plus_two:predict

THRRHHEH,

IR 24
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"predictions": [2.5, 3.0, 4.5
]

/A Important
MRIETEEZFIAL IP bt |, FHRAREN AR XX BERERNERD |, Fla0

/Ch

8501, BAIAZHIMEREM LRI,

ET GPU Hy#E

FRAUT REEITET GPU H#E,

1. FEAUTARBIEREAN ecs-dlc-gpu-inference-taskdef.json WX #., RAUFHEHE
TensorFlow = TensorFlow 2 —i&Ef# A, EFNHES TensorFlow 2 —® A , 154 Docker BB E
A TensorFlow 2 & , AR RE r2.0 RS EHELI XMA = r1.15,

{
"requiresCompatibilities": [
IIECZII
1)
"containerDefinitions": [{

"command": [
"mkdir -p /test && cd /test && git clone -b rl.15 https://github.com/

tensorflow/serving.git && tensorflow_model_server --port=8500 --rest_api_port=8501
--model_name=saved_model_half_plus_two --model_base_path=/test/serving/
tensorflow_serving/servables/tensorflow/testdata/saved_model_half_plus_two_gpu"

1,
"entryPoint": [
"sh",
n_en
1,
"name": "tensorflow-inference-container",
"image": "763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-

inference:1.15.0-gpu-py36-cul@@-ubuntul8.04",
"memory": 8111,
"cpu": 256,
"resourceRequirements": [{
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"type": "GPU",
"value": "1"
1,
"essential": true,
"portMappings": [{
"hostPort": 8500,
"protocol": "tcp",
"containerPort": 8500
},
{
"hostPort": 8501,
"protocol": "tcp",
"containerPort": 8501
.
{
"containerPort": 80,
"protocol": "tcp"

}

1,

"logConfiguration": {
"logDriver": "awslogs",
"options": {

"awslogs-group": "/ecs/TFInference",
"awslogs-region": "us-east-1",
"awslogs-stream-prefix": "ecs",
"awslogs-create-group": "true"

}

}

1,

"volumes": [],

"networkMode": "bridge",
"placementConstraints": [],
"family": "TensorFlowInference"

2. EMEFSENL. BTREHPFNEITRS , FET—IHEAT,

aws ecs register-task-definition --cli-input-json file://ecs-dlc-gpu-inference-

taskdef.json
3. % Amazon ECS RS BERSENE , revision_idA E—FHmEPESELHIEITIRS
B,
wE
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aws ecs create-service --cluster ecs-ec2-training-inference \
--service-name cli-ec2-inference-gpu \
--task-definition Ec2TFInference:revision_id \
--desired-count 1 \
--launch-type EC2 \
--scheduling-strategy="REPLICA" \
--region us-east-1

4. BEFTERUATZERKEIURS HAREMEL IR Ko

a. 1 https://console.aws.amazon.com/ecs/v2 FITFFIEEI A,

b. #%# ecs-ec2-training-inference &%,
c. 1E Cluster (5£8%) WE L , i&£#F Services (fR%) , AFIE#R cli-ec2-inference-cpuo
d. ESATRUNNINGRASE , BEESIHRRF.

e. EAE T, &E “EFFEFXEEL CloudWatch, XA&FEH | CloudWatch &5 UAEE |
SGHEBRE,

f. 1E Containers (828) T , R BRF[HFHAEE.

g FEBW M MWEHE T , £ NP TSmO 8501 9 IP thut , HET —FHERAZ
ik,

5. E{THIE  FEAUTHS. FAZ IP it B E— 5 S Z0858E IP ik,

curl -d '{"instances": [1.0, 2.0, 5.0]}' -X POST http://<External ip>:8501/v1/
models/saved_model_half_plus_two:predict

THRRHHEE,

"predictions": [2.5, 3.0, 4.5
]

/A Important

WMRETTEERETIINER P sk | FEAREH QAP X EEZERERD |, 50
8501, A LAZH IR EREMERBIE,

IR 27


https://console.amazonaws.cn/ecs/v2

Amazon SREZF A8 FEANGIER

HEXAOR

XN FHELLEE , Deep Learning Containers FABEXAOSHA, MREEFHEIHAOL , AT
ROTARBEAODR,

ERBEEFENN JSON XHEHHentryPointZ . BFEAENAORLMARN XHEE, HLE
AT —NRB .

"entryPoint":[

"sh",

noen,

"/usr/local/bin/multi-model-server --start --foreground --mms-config /home/
model-server/config.properties --models densenet=https://dlc-samples.s3.amazonaws.com/
pytorch/multi-model-server/densenet/densenet.mar"],

W 55 EKS ##2

Amazon EKS #ERME T NEMHEERG , HERR 7 IMAELL T IRE LiREMEA Dee Amazon p

Learning Containers :

* Amazon Elastic Kubernetes Service(Amazon EKS)

« Kubeflow 7 /& Amazon

Kubeflow on Amazon 23i&F F I & # Elastic Kubernetes Service ( L i EKS ) B Kubeflow 233 £
LT REITHR. BXREZER , 155 Kubeflow fJAmazon ThEE,

(® Note
AT RN B INGMERRAIEREL T IERH LET.

8 Kubeflow 2588 Amazon 124t T £ ZBE Kubeflow Amazon KX 1ThRZ Bi€l3 Amazon EKS &£ &
KL,

AR

o 5% EKS 1RE

- BEMAOSR
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« X EKS £ Amazon JRE ¥ Besdt T EHERR

5% EKS RiE

AFRMELZEHE , ATFELD# Elastic Kubernetes Service ( L Gi# EKS ) Li&&iz1T Amazon iR
EZIRR/VREFINE,

VFA]

EFH GPUEH , BFEAEEXE GPU BRIFEFI Amazon REM B, RIMNBWEAZRE GPU B
Amazon EKS Ltk AMI , RIEFMEHNEETREFERZINEE. It AMI S EFSTEM Y Amazon
RAUFEFLAF TP (EULA), BAMIEFITH EKS E{LEY AMI Amazon Web Services
Marketplace }1#%#3¥ EULA , AR e ETET RARFEH AMI,

/A Important
EiT i AMI , 575\ Amazon Marketplace.

BEREIRE

E# A Amazon EKS , BXATHRE —MNERFEZSMELENENAFKS . XLEREM Amazon
Identity and Access Management (IAM) T Ei%EH,

1. BRBELK Amazon K7 HEIE IAM A FHSREIE IAM A EMIAEHN IAM A,
2. FREULA P REIE,

a. fEM https://console.aws.amazon.com/iam/ TF IAM &l &,
b. £ TFAHUsers , EFEEMAF,
c. %3 Security Credentials,

d. %% Create access key,
e. T keypair REFEEUARZRAEEA,

3. FUTRERMEEH IAM AF, XERERTIE EKS, IAM IS #EEITE R (Amazon
EC2) Rt T PREM A B R.

a. &¥ Permissions.

b. #%# Add permissions,

T 5 EKS iRE 29
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c. %3 Create policy,
d. MCreate policy® OHiEFISONET+,
e. HMEUTHZE.

JSON

{
"Version":"2012-10-17",
"Statement": [
{
"Sid": "VisualEditoro@",
"Effect": "Allow",
"Action": "eks:*",
"Resource": "*"
}
]
}
f. WBEKRBEKSFullAccessH BIEXKEE,
g. SMEGrant permissions&O,
h. 1%&# Attach existing policies directly.

B FREKSFullAccessHIEFIZEEIE,

j. #ZEAWSCloudFormationFullAccessHiEHZEIRAE,

k. #3%AmazonEC2FullAccessHHikHhiZEIR1E,

.  #3RIAMFullAccessHitHiZEikiE,

m. ¥ FEAmazonEC2ContainerRegistryReadOnly ik E%4E,
n. 13 AmazonEKS_CNI_PolicyHHiks&EiE4E,

0. ¥ ZFRAmazonS3FullAccessHiEHPEIEHE,

p. EXFER.
R R

EiZE Amazon EKS &8 , BHEAF R L Eeksctl, BINBWEFERATEREZI ER AMI
(Ubuntu) By Amazon EC2 £k D BB FIEHN KR, BUMUETEN LA ETXETE | 1A
DEBLE1TH Amazon EC2 SRl EIZfTXETE, B2 , I T HE{LARIER , ?ﬂl]ﬁlﬁf&"\’fiUbuntu
16.04 EAMN R REZ S ERAMI ( DLAMI ) , ?ﬂﬂ*”\ZﬁME’JH% EP=
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EFBzE , BEREPVIEHENNESEECTERUNMNHEBERNVE, BEBRT , £HH
FiGRHEBOBRFEMEFENVTE—XE, kA EEUUER—RBEFINXT R, B UIRREIX
N0 PRV IREZFIEH TIRAE | ZHIEFIES &S 3 DLAMI BLAER KT o

1. ZEFIEHANXT =,
2. ZTEIHHL Amazon CLlI, EiFRIFFEMNFT Kubernetes IheE , 4T E B HFETHRA,

$ sudo pip install --upgrade awscli

3. eksctl®IIEIT Amazon EKS AIFERMZERPFELENBREREN NN T IRHITEE, X
HNEZEBeksctl , BiESH eksctl T,

4. kubectliRBBE % kubectl IERHFHN LT BH#ITERE,

® Note

BE A kubect LARAS %S Amazon EKS S8 24| FEARA X ERAZERBE A,
a0, 1.18 kubectl EF A5 Kubernetes 1.17, 1.18 1 1.19 £&#E & FE M.

5. BIIETUTHS LS aws-iam-authenticator. XM E %S B aws-iam-authenticator , i&
S L ¥aws-iam-authenticator,

$ curl -o aws-iam-authenticator https://amazon-eks.s3.us-
west-2.amazonaws.com/1.19.6/2021-01-05/bin/linux/amd64/aws-iam-authenticator

$ chmod +x aws-iam-authenticator

$ cp ./aws-iam-authenticator $HOME/bin/aws-iam-authenticator && export PATH=$HOME/
bin:$PATH

6. M“Security Configuration (Z£E &) &85 Hi=1T IAM AP aws configure., BRIEFEEHI IAM
A FH Amazon i5[A] Amazon 240 , RREHEE IAM ZHEFIHENAEHRZES  AEEHE
MIEEINE TP, aws configure

GPU &#

1. RELTEA p3.8xlarge SKHIRBCIBEFN TS, EETEZH , BDIHITUTIER,

s nameBIEARETEEFEMIE, B LU cluster-name EXNFENFREZH , REHAH
SREEREERFER,
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FRARER

eks-version®Z Amazon E KS kubernetes i 4~, BxXFHT T# EKS WA |, ES A
T &% EKS Kubernetes X2,

nodesRIEBEEER T LENXLPIHE, EATRHF , RIHN=AT LT 4.

node-typefg = — /N 3LHlk,

timeoutM B *ssh-access *AILAFRE,

ssh-public-keyREBEARBRIETRANEHANESR. EAFARELEANZEE
BELBE— NN ELEH |, B—EE ssh-public-key AR R EAN X2 BN ZA SR, E
B BREERME Ama EC2 zon BH AW “BHAXN Ho P ERHNZEHBE.
regionR B EEFHN Amazon EC2 XiF, MRETHXIFERAM THEXE ( BRI <us-
east-1>) WIIGEKIE , BINBWEFERARE—XiH, ssh-public-key%4MAREZ b X 5358
il

@ Note
RIEENERI D BRi&<us-east-1>H X,

2. N THITERE , ETZHTHES, EV/RBETRFE/LoH , IRECEFQEAEESRS
T mT e E B E R AVET A

$ eksctl create cluster <cluster-name> \
--version <eks-version> \
--nodes 3 \
--node-type=<p3.8xlarge> \
--timeout=40m \
--ssh-access \
--ssh-public-key <key_ pair_name> \
--region <us-east-1> \
--zones=us-east-la,us-east-1b,us-east-1d \
--auto-kubeconfig

IERZAI B EIRB T U T REARAE

EKS cluster "training-1" in "us-east-1" region is ready

3. BEAEBFERT , auto-kubeconfig NEEELMNER., ER , MRFZBEFEE , WALESTUTHS
RiIZEZRH kubeconfigo MMRBEMNHMUBERNATIMNEEERH , CAEART S,
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$ aws eks --region <region> update-kubeconfig --name <cluster-name>

ERIZA BT X AT O TH NS

Added new context arn:aws:eks:us-east-1:999999999999:cluster/training-1 to /home/
ubuntu/.kube/config

4. WMRMBITRIER GPU RHIKE  BEEXIXEAUTHSEESE LZTERT Kubernetes B9 NVIDIA
WEEH

$ kubectl apply -f https://raw.githubusercontent.com/NVIDIA/k8s-device-plugin/
vl.12/nvidia-device-plugin.yml
$ kubectl create -f https://raw.githubusercontent.com/NVIDIA/k8s-device-plugin/
v0.9.0/nvidia-device-plugin.yml

5. RIIKEBHFEIMNTRKLEA GPUs ATAK

$ kubectl get nodes "-o=custom-
columns=NAME: .metadata.name,GPU: .status.allocatable.nvidia\.com/gpu"

CPU &
BESE — T X TEAeksctitn BBz GPU £ H 8 Xnode-type N fEMA CPU EHIKE M TIE,
MR AR

BEZ A EXTEAeksctlin Sz GPU £&# M TS , HEdKnode-type N EAHHE Habana Gaudi
IURBFHYSEHI (HlansEBISKE ) . DL

i AT EEBF

1. BEUESER LETkubectlii TUREERS, ARAZSTUBRAEENREEEENILE
o

$ kubectl get nodes -o wide

2. E#TH#E ~/kube, LLEREFATMNENMXT [SEEMN B NERFH kubeconfig X #., MRRE
H— TR Kz, N AR E ~/, kube/eksctl/clusters—?ﬁﬁTﬁﬁﬁ eksctl Bl ERH
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kubeconfig X, MY HEE—EEBEEL TRABUNAT  BHKETBANEERNE
e , EREREHRNEFSE T,

3. RIEEHFHRBLTENRS.

$ aws eks --region <region> describe-cluster --name <cluster-name> --query
cluster.status

BNEEUTHEE
"ACTIVE"

4., MRBREBER—FZNZHIFEEZSNERIZE , FRIUL kubectl ETX., B , BREIVBRIALT
XiZiEkubectl ET B FEE), FRAUTHSRELAR :

$ kubectl config get-contexts

5. MRREMMPREZLETX , BEAUATHSEELEE

$ aws eks --region <region> update-kubeconfig --name <cluster-name>

SN ER

LpRmEH R ERERNT , (ROULER kubeconfig SHBEEE X4 HE#TI U, XELEZ/NE
BtBRER. Al , mMREEF—1NEBA “training-gpu-1” YR IHEEEE | N AT LUBT FE & X ERS I
&3 k3t BHif Aget podsii ¥ , TR :

$ kubectl --kubeconfig=/home/ubuntu/.kube/eksctl/clusters/training-gpu-1 get pods

ESEENR , IRAETEA kubeconfig ZBMNIER TETRAMN G S, EXMERT , ZwSH
FEAHEEFIWER (current-context).

$ kubectl get pods

WMREBRET ZNEH , MIXEEFHRLTE NVIDIA FH , WATARAUATHFRN LR ZEM

$ kubectl --kubeconfig=/home/ubuntu/.kube/eksctl/clusters/training-gpu-1 create -f
https://raw.githubusercontent.com/NVIDIA/k8s-device-plugin/v0.9.0/nvidia-device-
plugin.yml
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1836 AT OB E#T kubeconfig, 22 EEENEFNBEMRESUENER . U T w5 EH kubeconfig
BREAE A kubeconfig S,

$ aws eks —region us-east-1 update-kubeconfig —name training-gpu-1

MRIEERAEETNRAE RS, WARKEEEEIER AR, XHER T U RPN SRHEE |
RECEAETEERH LETHTERESR,

B
EATERE  FHEMER , Ae~EHNRM,

$ eksctl delete cluster --name=<cluster-name>

E{XMIBR pod , BIZITHA TS :

$ kubectl delete pods <name>
EEBHREENES  BETUTHS

$ kubectl delete secret ${SECRET} -n ${NAMESPACE} || true
EMfRnodegroupEERIEHMNIERE , BETUTHS .

$ eksctl delete nodegroup --name <cluster_name>
Ef¥nodegroupEZEERH , FETUTHD :

$ eksctl create nodegroup
--cluster <cluster-name> \
--node-ami <ami_id> \
--nodes <num_nodes> \
--node-type=<instance_type> \
--timeout=40m \
--ssh-access \
--ssh-public-key <key pair_name> \
--region <us-east-1> \
--auto-kubeconfig
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IEEEA

= THAERTE Amazon EKS L Deep Learning Containers #4TYIZRMHEEMEE. , FimmEl
HRHE,

RS

. YLk

. g2

Yk

FAPNTRAUBEFFL I EKS RE |, BAERAERETIERMEL, TNk, BERTLE
F CPU. GPU 5 A =X GPU Rfil , EABURTEHFTINT R, UTETHFHNEBENRANAER
PyTorch JIIZx =461,

AES

- CPU %

« GPU Ik

- ZMX GPU JI&%

CPU %k
ATATEXET CPU WARKIFI,

AR
« PyTorch CPU II%:
« TensorFlow CPU i)l

- BESR

PyTorch CPU iJl£k
ARHEFNIESEAELT S CPU Pod L£illg PyTorch 3,

1. HEMEREIR pod X#F. pod XHHFRHUAXEREIETH A BRH. bt pod XHFTH
PyTorchfZf#E #1217 MNIST R4Hl, FTFvishvim , REEFHHMUEUTHS, FUEXHSER
pytorch.yaml,
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FRARER

apiVersion: vl
kind: Pod
metadata:
name: pytorch-training
spec:
restartPolicy: OnFailure
containers:
- name: pytorch-training

image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-training:1.5.1-cpu-

py36-ubuntul6. 04
command:
- "/bin/sh"
= WoeW
args:

- "git clone https://github.com/pytorch/examples.git && python examples/mnist/

main.py --no-cuda"

env:
- name: OMP_NUM_THREADS
value: "36"

- name: KMP_AFFINITY

value: "granularity=fine,verbose,compact,1,0"
- name: KMP_BLOCKTIME

value: "1"

2. R pod X7 B4 & Bkubectl,

$ kubectl create -f pytorch.yaml

3. ZBNMBIUTHEE

pod/pytorch-training created

4. RERS. ¥l “pytorch-training”® & FL T pytorch.yaml X+, EIEFE

T‘Jﬁ(".SEF R

BEESTEMEANAIAMETIRLEN R , MEe2HIAERTIERD. ZRSTHH , BERE&

B FPRBSE SRR “Running (IEEEZETT)

$ kubectl get pods

ENEEIATEE

NAME READY STATUS RESTARTS AGE
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pytorch-training /1 Running 8 19m

5. REBSUEFRIISGE L

$ kubectl logs pytorch-training

ENZAABRIRUTOTRHNAR

Cloning into 'examples'...

Downloading http://yann.lecun.com/exdb/mnist/train-images-idx3-ubyte.gz to ../data/
MNIST/raw/train-images-idx3-ubyte.gz

9920512it [00:00, 40133996.38it/s]

Extracting ../data/MNIST/raw/train-images-idx3-ubyte.gz to ../data/MNIST/raw
Downloading http://yann.lecun.com/exdb/mnist/train-labels-idx1-ubyte.gz to ../data/
MNIST/raw/train-labels-idx1l-ubyte.gz

Extracting ../data/MNIST/raw/train-labels-idx1l-ubyte.gz to ../data/MNIST/raw
32768it [00:00, 831315.84it/s]

Downloading http://yann.lecun.com/exdb/mnist/t10k-images-idx3-ubyte.gz to ../data/
MNIST/raw/t10k-images-idx3-ubyte.gz

1654784it [00:00, 13019129.43it/s]

Extracting ../data/MNIST/raw/t10@k-images-idx3-ubyte.gz to ../data/MNIST/raw
Downloading http://yann.lecun.com/exdb/mnist/t10k-labels-idx1-ubyte.gz to ../data/
MNIST/raw/t10k-labels-idx1-ubyte.gz

8192it [00:00, 337197.38it/s]

Extracting ../data/MNIST/raw/t10k-labels-idx1l-ubyte.gz to ../data/MNIST/raw
Processing...
Done!

Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:

[0/60000 (0%)] Loss: 2.300039

[640/60000 (1%)] Loss: 2.213470
[1280/60000 (2%)] Loss: 2.170460
[1920/60000 (3%)] Loss: 2.076699
[2560/60000 (4%)] Loss: 1.868078
[3200/60000 (5%)] Loss: 1.414199
[3840/60000 (6%)] Loss: 1.000870

N e

6. EFAFUEFINEGHE., Sl ASEEDR “‘get pods” LURIFTIRS. HRESERN
“Completed” Bt , ZRFEE VIS TS FEMKo

TensorFlow CPU i)l

FHEFESLERT K] CPU £8 L4 TensorFlow #H,
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1. REBWERFIE pod X, pod XHFIRMEREFHNIZTHANRA, bk pod XHFTH
Keras #iZ1T Keras =6, tRHIER TensorFlow 2, THvIigvimAE &I HKEIEUTRE,
PR XHEBERN tf.yaml, RALFHE TensorFlows, TensorFlow 2 —f2FH, BEFEE
TensorFlow 2 —#2{E A , &1 Docker BB E XN TensorFlow 2 &%,

apiVersion: vl

kind: Pod

metadata:

name: tensorflow-training

spec:

restartPolicy: OnFailure

containers:

- name: tensorflow-training

image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-inference:1.15.2-
cpu-py36-ubuntul8. 04

command: ["/bin/sh","-c"]

args: ["git clone https://github.com/fchollet/keras.git && python /keras/
examples/mnist_cnn.py"]

2. EAME pod 3 2BL LA & Bikubectl,

$ kubectl create -f tf.yaml

3. LBNEINTHES :

pod/tensorflow-training created

4. RERDS. EFtensorflow-training” BT th.yaml X#HH, EREFERERSH, MRE
FRESTEAEAENRSIUAFETIRELEN R , e ELSIKFP, ZRSTHI, EEEZE
FPRAFE LR “Running (EFEIETT)

$ kubectl get pods

ENERATAE

NAME READY STATUS RESTARTS AGE
tensorflow-training ©/1 Running 8 19m

5. REAZUEFGH D,
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$ kubectl logs tensorflow-training

ENZATAEIREUTOTRHNAR

Cloning into 'keras'...
Using TensorFlow backend.
Downloading data from https://s3.amazonaws.com/img-datasets/mnist.npz

8192/11490434 [t et eie e, 1 - ETA: 0s

LTS ST YIS0 Ls === ——— I 1 - ETA: 0s
8740864/11490434 [=====================>__,,.... 1 - ETA: 0s
VI A ol |[eemmmmmemmree | & ()5 USSR

Xx_train shape: (60000, 28, 28, 1)

60000 train samples

10000 test samples

Train on 60000 samples, validate on 10000 samples

Epoch 1/12

2019-03-19 01:52:33.863598: I tensorflow/core/platform/cpu_feature_guard.cc:141]
Your CPU supports instructions that this TensorFlow binary was not compiled to
use: AVX512F

2019-03-19 01:52:33.867616: I tensorflow/core/common_runtime/process_util.cc:69]
Creating new thread pool with default inter op setting: 2. Tune using
inter_op_parallelism_threads for best performance.

128/60000 [..vvvv v en ettt eeeneennnnnns ] - ETA: 10:43 - loss: 2.3076 - acc:
0.0625

256/60000 [.....ccvvvviiiiiiiiiinniieennn ] - ETA: 5:59 - loss: 2.2528 - acc:
0.1445

384760000 [..vovvvvvviiiiiiiiiiiniinn 1 - ETA: 4:24 - loss: 2.2183 - acc:
©0.1875

512/60000 [......ccouiiiiiiiiiiiiiiiinnnn ] - ETA: 3:35 - loss: 2.1652 - acc:
©0.1953

640/60000 [.....covvvviiiiiiiiinneeennn ] - ETA: 3:05 - loss: 2.1078 - acc:
0.2422

6. ZBULUKREAZEUMTINGHE, Bt aJABRLEEFR ‘get pods” LARIFTRS. HRBSERR
“Completed” B} , BfFHEILITEE TK.
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RS R

E A Deep Learning Containers 7 Amazon EKS E23EF CPU TensorFlow H#E | F5
%, TensorFlow CPU HE M

IEEER

E A Deep Learning Containers £ Amazon EKS EZ 3 &F CPU PyTorch HI#E | i§5
¥ PyTorch CPU H#EHf

GPU 1I£k
AEDATHEET GPU MY L#ITIERII,

AR
« PyTorch GPU JI%k
« TensorFlow GPU i)l

PyTorch GPU JII4k
AHENESEHELT S GPU &8 PyTorch E#{Till4.

1. NEWEROIRE pod . pod XAHHREAE X ERRIETHANYS. bt pod XHF T
PyTorch##f# B 24T MNIST Rfl. $TFvigivim , REEHIFKEWEUTHE. FhEX4SFR
pytorch.yaml,

apiVersion: vl
kind: Pod
metadata:
name: pytorch-training
spec:
restartPolicy: OnFailure
containers:
- name: pytorch-training
image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-training:1.5.1-gpu-
py36-cul@l-ubuntul6.04
command:
- "/bin/sh"
- "_C"
args:
- "git clone https://github.com/pytorch/examples.git && python examples/mnist/
main.py --no-cuda"
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env:
- name: OMP_NUM_THREADS
value: "36"

- name: KMP_AFFINITY

value: "granularity=fine,verbose, compact,1,0"
- name: KMP_BLOCKTIME

value: "1"

2. {ERR pod M7 Bi4h & Bkubectl,

$ kubectl create -f pytorch.yaml

3. MBI THEE

pod/pytorch-training created

4. BEBEIRDS. fEll“pytorch-training”f & # L F pytorch.yaml X#H, SREFERERESH, MR
FBERSTEMEMAURKANESTIREN R , NEe2HAERIKRFP, ZRETHST , EF
BERAEHRNF “Running’s

$ kubectl get pods

ENERNATAE

NAME READY STATUS RESTARTS AGE
pytorch-training /1 Running 8 19m

5. REATUEFSGEH,

$ kubectl logs pytorch-training

ERZAI B EIRB T U T REAAE

Cloning into 'examples'...
Downloading http://yann.lecun.com/exdb/mnist/train-images-idx3-ubyte.gz to ../data/
MNIST/raw/train-images-idx3-ubyte.gz
9920512it [00:00, 40133996.38it/s]
Extracting ../data/MNIST/raw/train-images-idx3-ubyte.gz to ../data/MNIST/raw
Downloading http://yann.lecun.com/exdb/mnist/train-labels-idx1-ubyte.gz to ../data/
MNIST/raw/train-labels-idx1-ubyte.gz
Extracting ../data/MNIST/raw/train-labels-idxl-ubyte.gz to ../data/MNIST/raw
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32768it [00:00, 831315.84it/s]

Downloading http://yann.lecun.com/exdb/mnist/t10k-images-idx3-ubyte.gz to ../data/
MNIST/raw/t10k-images-idx3-ubyte.gz

1654784it [00:00, 13019129.43it/s]

Extracting ../data/MNIST/raw/t10k-images-idx3-ubyte.gz to ../data/MNIST/raw
Downloading http://yann.lecun.com/exdb/mnist/t10k-1labels-idx1-ubyte.gz to ../data/
MNIST/raw/t10k-labels-idx1l-ubyte.gz

8192it [00:00, 337197.38it/s]

Extracting ../data/MNIST/raw/t10@k-labels-idx1-ubyte.gz to ../data/MNIST/raw
Processing...
Done!

Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:
Train Epoch:

[0/60000 (0%)] Loss: 2.300039

[640/60000 (1%)] Loss: 2.213470
[1280/60000 (2%)] Loss: 2.170460
[1920/60000 (3%)] Loss: 2.076699
[2560/60000 (4%)] Loss: 1.868078
[3200/60000 (5%)] Loss: 1.414199
[3840/60000 (6%)] Loss: 1.000870

e

6. BEFATUEBRNGHE, SBAMKEIED “get pods” LARIFTRS. HIREBZEN Completed
B, VTR T o
IEEEA

E £ Deep Learning Containers £ Amazon EKS 23 EF GPU PyTorch B2 |, 5
¥, PyTorch GPU #t &

TensorFlow GPU i)l

AHBEESEELET S GPU &8 HilZ TensorFlow &8,

1. RIEMEFLE pod X#H. pod XHFREBEXREFMETHANREE, bk pod XHFTH
Keras ##3&1T Keras ", tRHIER TensorFlow 2R, FTFvisvimH E & H L TRE,
FreX 5 7R tf.yaml, RALUFHEE TensorFlowsk TensorFlow 2 —E2EH, EFHE
TensorFlow 2 —#2{E A , & Docker HEE XN TensorFlow 2 &%,

apiVersion: vl

kind: Pod

metadata:

name: tensorflow-training
spec:

restartPolicy: OnFailure
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containers:
- name: tensorflow-training
image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-training:1.15.2-gpu-
py37-cul@0-ubuntul8.04
command: ["/bin/sh","-c"]
args: ["git clone https://github.com/fchollet/keras.git && python /keras/examples/
mnist_cnn.py"]
resources:

limits:

nvidia.com/gpu: 1

2. R pod X7 B4 & B kubectl,

$ kubectl create -f tf.yaml

3. LZNEINTHES :

pod/tensorflow-training created

4. RERS. FF tensorflow-training” B E I T th.yaml XHFH, SREFERERSH, NRE
FESTEAEMNHS U ZTEELEN R , eI ERSIRP, 2RETHGT , BEXF
EIRAE XN “Running’s

$ kubectl get pods

BNEEATHE

NAME READY STATUS RESTARTS AGE
tensorflow-training ©/1 Running 8 19m

5. REBSUEFRIISG@ L,

$ kubectl logs tensorflow-training

ERETURIEMFOTREONR

Cloning into 'keras'...
Using TensorFlow backend.
Downloading data from https://s3.amazonaws.com/img-datasets/mnist.npz

8192/11490434 [ v v i et eeeennnnnnnns 1 - ETA: 0s
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6479872/11490434 [===============>_, ... .......... ] - ETA: 0s
8740864/11490434 [=====================>_ ... ... ] - ETA: 0s
11493376/1149@434 [::::::::::::::::::::::::::::::] - @s @us/step

x_train shape: (60000, 28, 28, 1)

60000 train samples

10000 test samples

Train on 60000 samples, validate on 10000 samples

Epoch 1/12

2019-03-19 01:52:33.863598: I tensorflow/core/platform/cpu_feature_guard.cc:141]
Your CPU supports instructions that this TensorFlow binary was not compiled to
use: AVX512F

2019-03-19 01:52:33.867616: I tensorflow/core/common_runtime/process_util.cc:69]
Creating new thread pool with default inter op setting: 2. Tune using
inter_op_parallelism_threads for best performance.

128/60000 [....vviuineneeiinnnneeeennnns ] - ETA: 10:43 - loss: 2.3076 - acc:
0.0625

256/60000 [.....cuiiieeieinnnneeennnnnnns ] - ETA: 5:59 - loss: 2.2528 - acc: 0.1445
384/60000 .o vvvie ittt enenenns 1 - ETA: 4:24 - loss: 2.2183 - acc: 0.1875
512/60000 [.....cuiiieeiennnneeennnnnnns ] - ETA: 3:35 - loss: 2.1652 - acc: 0.1953
BLD/BDDDD [ .o oo it ittt ] - ETA: 3:05 - loss: 2.1078 - acc: 0.2422

6. EFBFUEFIIGHE, BHEATULEED “get pods” LARIFRS. HIRBSENRN “Completed”

B, YIGREL TR T -

RS R

\\

E A Deep Learning Containers £ Amazon EKS L2 &EF GPU TensorFlow HI#E | i§5
%, TensorFlow GPU #t¥E

2% GPU Ik
RBHHNEST R GPU £& LE1T

AAE
« REBEHHIT AN
« PyTorchZ = GPU iJl%k

BRI TS AR

E1 EKS LiE1TH

=/} i\

, BEEEERLLZRUATAN,
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« Kubeflow WERIANZ % , Hh S EMENAH , Sl PyTorch iZEFH NVIDIA fE#.
- MPI ZE%,

TERHASTHARUERFHPRERENEAN

$ wget -0 install_kubeflow.sh https://raw.githubusercontent.com/aws/deep-
learning-containers/master/test/dlc_tests/eks/eks_manifest_templates/kubeflow/
install_kubeflow.sh

$ chmod +x install_kubeflow.sh

$ ./install_kubeflow.sh <EKS_CLUSTER_NAME> <AWS_REGION>

PyTorchZ = GPU £k

AHENESEEST R GPU &£ PyTorch E# 1T Hm =1

%. ©fEH Gloo ENFiRK.

1. WIABZR% PyTorch BEX &R,

$ kubectl get crd

ZHWHMNEE pytorchjobs. kubeflow.orgs
2. ¥R NVIDIA Hiffdaemonset EEETT,

$ kubectl get daemonset -n kubeflow

MEHNRUTUTRAR.

NAME DESIRED CURRENT READY UP-TO-DATE AVAILABLE NODE
SELECTOR AGE

nvidia-device-plugin-daemonset 3 3 3 3 3 <none>
35h

3. FAUTXHRGEET Gloo Mo mXBBEHTHEL, FERFEBNNOXH
Fdistributed.yaml,

apiVersion: kubeflow.org/vl
kind: PyTorchJob
metadata:
name: "kubeflow-pytorch-gpu-dist-job"
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spec:
pytorchReplicaSpecs:
Master:
replicas: 1
restartPolicy: OnFailure
template:
spec:
containers:
- name: "pytorch"
image: "763104351884.dkr.ecr.us-east-1.amazonaws.com/aws-samples-
pytorch-training:1.7.1-gpu-py36-cull@-ubuntul8.04-example"
args:
- "--backend"
- "gloo"
- "--epochs"
- "gn
Worker:
replicas: 2
restartPolicy: OnFailure
template:
spec:
containers:
- name: "pytorch"
image: "763104351884.dkr.ecr.us-east-1.amazonaws.com/aws-samples-
pytorch-training:1.7.1-gpu-py36-cull@-ubuntul8.04-example"
args:
- "--backend"
- "gloo"
- "--epochs"
- "gn
resources:
limits:
nvidia.com/gpu: 1

4. FERERIRICIESN pod XHZETTH A UILREL,

$ kubectl create -f distributed.yaml

5. BAIERUTEEREFILAVRE !

$ kubectl logs kubeflow-pytorch-gpu-dist-job

BEZEERS , HEA
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$ kubectl logs -f <pod>

eI

ERPHNLSRUBERFLDH EKS RE , AIAEATRESTHEEREFIL, HTHTHRE  GALRE
SEHPNTRER CPU = GPU Rfl, HERXFETREE. UTEBENBUAELRMAE EKS £

F PyTorch Dee Amazon p Learning Containers iz{TH ¥, TensorFlow

ok
« CPU J3E
- GPU #3#

CPU 32

A FE SRR PyTorchF1EE A F EKS CPU £8 9 Deep Learning Containers iz {THE,
TensorFlow

BRREFIRBNTRIR , BERAANRES S BERE.

AR
« PyTorch CPU H#EHf
« TensorFlow CPU HE M

- BRESR

PyTorch CPU HERfT

FEXfMAER , BALBIE - Kubernetes BRF M —NA TE1T CPU HEMNINE,
PyTorchKubernetes fRESAFF 7 — M EHEERHEIKO., EBIE Kubernetes RS , BRI MIEEEFEAMN
fR5EA, ServiceTypesERiA ServiceType H ClusterIP, IEARAR —EHEM pod FHLE
2 F B FIEITRE

1. BIEWHRZEE,. RAUEEEE N kubeconfig LUIERIEHHER. BWIAEZIRE T “training-cpu-1
RFHFHERN CPUEENRE. EXREEFNESEE , BSHILS# EKS RE,

$ NAMESPACE=pt-inference; kubectl create namespace ${NAMESPACE}
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2. (FALHERFNWESE, ) EULZENNENEREETE | FI01E Amazon S3 H, BxM
AR NNGWER F£F S3WEER |, 55 MTensorFlow CPU #i, RN ATENGBZE
B, BEXZRENEZEER |, FSH Kubernetes 248 3014,

$ kubectl -n ${NAMESPACE} apply -f secret.yaml

3. FAUTABBIEENRN pt_inference.yaml X, LRHGIXHIEE THEE, FEHK PyTorch
EERGURERENVE, LREEAAHER RLEELXTENHH#ITER.

kind: Service
apiVersion: vi

metadata:
name: densenet-service
labels:
app: densenet-service
spec:
ports:
- port: 8080

targetPoxrt: mms
selector:
app: densenet-service
kind: Deployment
apiVersion: apps/vl
metadata:
name: densenet-service
labels:
app: densenet-service
spec:
replicas: 1
selector:
matchLabels:
app: densenet-service
template:
metadata:
labels:
app: densenet-service
spec:
containers:
- name: densenet-service
image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-
inference:1.3.1-cpu-py36-ubuntul6. o4
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args:
- multi-model-server
- --start
- --mms-config /home/model-sexver/config.properties
- --models densenet=https://dlc-samples.s3.amazonaws.com/pytorch/multi-
model-server/densenet/densenet.mar
ports:
- name: mms
containerPort: 8080
- name: mms-management
containerPort: 8081
imagePullPolicy: IfNotPresent

4, FEERATZAE XS ZEFHFE pod.
$ kubectl -n ${NAMESPACE} apply -f pt_inference.yaml
EHMENRLUTUATAR

service/densenet-service created
deployment.apps/densenet-service created

5. % Pod FWIRAHZES Pod &4 F “RUNNING” IRA :

$ kubectl get pods -n ${NAMESPACE} -w
BB ENELUTFUTHR

NAME READY STATUS RESTARTS AGE
densenet-service-xvwl 1/1 Running @ 3m

6. E#—FLHA pod , BETUTHS :
$ kubectl describe pod <pod_name> -n ${NAMESPACE}

7. HBETUAHRSEER clusterlP , FLER LU iR O MNBRER B EN.

$ kubectl port-forward -n ${NAMESPACE} ‘kubectl get pods -n ${NAMESPACE} --
selector=app=densenet-service -o jsonpath='{.items[0@].metadata.name}'’ 8080:8080 &

8. BE:|EHE, EUETUEANATHTNTRNE OSITHE
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$ curl -0 https://s3.amazonaws.com/model-server/inputs/flower. jpg
curl -X POST http://127.0.0.1:8080/predictions/densenet -T flower.jpg

FRATERRE , SR EKS BERURIBXEREFENEE,
TensorFlow CPU

EXRHER |, BNBIE— Kubernetes BRFF— NATI21T CPU #HIEMNIE,
TensorFlowKubernetes [RF AT T — N ERHIK O, 82 Kubernetes lRFET , BRI LIEEE R
MRS ER, ServiceTypesEik ServiceType 7 ClusterIP, HEAFRHR—EHEN pod
REAL T B FETIRES

1. BIEWAZEE,. RUEEEE N kubeconfig LR IEHAER . BWIAEZRE T “training-cpu-1
RHFHERN CPUEENERE. EXRBEERNESEE , BSMILTS# EKS & &,

$ NAMESPACE=tf-inference; kubectl —kubeconfig=/home/ubuntu/.kube/eksctl/clusters/
training-cpu-1 create namespace ${NAMESPACE}

2. ALUATENARNKREATHENER  FlEAZXESH Amazon S3, BT Kubernetes BRSS
FEHRTSE S3 M S ECR , HLLEATURIER Amazon iE P 1ZE# N Kubernetes 4R,
EAXRRGIF | FH S3 FEHMRMATYIGHER,

KIE&M Amazon FilE, B ER S3 BEAKR,
$ cat ~/.aws/credentials
3. ZWMHERELUTUTHEA :
$ [default]

aws_access_key_id = YOURACCESSKEYID
aws_secret_access_key = YOURSECRETACCESSKEY

4. {Ff base64 XX LEZIFH TR,

B tmiB TR E .

$ echo -n 'YOURACCESSKEYID' | base64

BT RmD MW B 2,
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5.

$ echo -n 'YOURSECRETACCESSKEY' | base64

EHREMRUT U TRAR

$ echo -n 'YOURACCESSKEYID' | base64
RkFLRUFXU@FDQ@VTUQtFWULE

$ echo -n 'YOURSECRETACCESSKEY' | baseb64
RkFLRUFXULNFQ1JFVEFDQOVTUQtFWQ==

HENEBRFOE— IR Nsecret.yamlIXH , EFEEUTRE., WXHATF#EH.

apiVersion: vl

kind: Secret

metadata:

name: aws-s3-secret

type: Opaque

data:

AWS_ACCESS_KEY_ID: YOURACCESSKEYID
AWS_SECRET_ACCESS_KEY: YOURSECRETACCESSKEY

HRANATENGEZE,

$ kubectl -n ${NAMESPACE} apply -f secret.yaml

& tensorf low RS FMEEE,

$ git clone https://github.com/tensorflow/serving/
$ cd serving/tensorflow_serving/servables/tensorflow/testdata/

|4 saved_model_half_plus_two_cputE B [E L BEM S3 F6ERE,

$ aws s3 sync saved_model_half_plus_two_cpu s3://<your_s3_bucket>/
saved_model_half_plus_two

FRUTAREERZRN tf_inference.yaml B3, FEF--model_base_pathLAfE &M
S3 7@, {RALUEHEE TensorFlow % TensorFlow 2 —f2EH. EfFHE TensorFlow 2 —i2
M , 1B Docker BB E Xl TensorFlow 2 &%,

kind: Service
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apiVersion: vl

metadata:
name: half-plus-two
labels:
app: half-plus-two
spec:
ports:
- name: http-tf-serving
port: 8500

targetPort: 8500
- name: grpc-tf-sexrving
port: 9000
targetPort: 9000
selector:
app: half-plus-two
role: master
type: ClusterIP
kind: Deployment
apiVersion: apps/v1l
metadata:
name: half-plus-two
labels:
app: half-plus-two
role: master

spec:

replicas: 1

selector:
matchLabels:

app: half-plus-two
role: master
template:
metadata:
labels:
app: half-plus-two
role: master
spec:
containers:
- name: half-plus-two
image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-
inference:1.15.0-cpu-py36-ubuntul8.04
command:
- /usr/bin/tensorflow_model_server
args:
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--poxrt=9000
--rest_api_poxt=8500

--model_name=saved_model_half_plus_two

--model_base_path=s3://tensorflow-trained-models/saved_model_half_plus_two
ports:
- containerPoxrt: 8500
- containerPort: 9000
imagePullPolicy: IfNotPresent

env:
- name: AWS_ACCESS_KEY_ID
valueFrom:

secretKeyRef:
key: AWS_ACCESS_KEY_ID
name: aws-s3-secret
name: AWS_SECRET_ACCESS_KEY
valueFrom:
secretKeyRef:
key: AWS_SECRET_ACCESS_KEY
name: aws-s3-secret
name: AWS_REGION

value:

us-east-1

name: S3_USE_HTTPS

value:

lltrue"

name: S3_VERIFY_SSL

value:

lltrue"

name: S3_ENDPOINT

value:

s3.us-east-1.amazonaws.com

10. FHEEMA T8l E X895 E 22 H P HE podo

$ kubectl -n ${NAMESPACE} apply -f tf_inference.yaml

EHRENMRUT U TRAR

service/half-plus-two created
deployment.apps/half-plus-two created

11. BE Pod HIRZS.

$ kubectl get pods -n ${NAMESPACE}

EENRERE , EFFIUT ‘ERST RS :
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NAME READY STATUS RESTARTS AGE
half-plus-two-vmwp9 1/1 Running ] 3m

12. Bt —FSHIR pod , BELUZT :
$ kubectl describe pod <pod_name> -n ${NAMESPACE}

13. BT ARSSEENR clusterlP , BRI BUR iR O ME 2R H R B E W,

$ kubectl port-forward -n ${NAMESPACE} ‘kubectl get pods -n ${NAMESPACE} --
selector=app=half-plus-two -o jsonpath='{.items[0@].metadata.name}'’ 8500:8500 &

14. LT json FRFRMER RWXHF half_plus_two_input. json

{"instances": [1.0, 2.0, 5.0]}

15. HEHE LE{TH#E,

$ curl -d ehalf_plus_two_input.json -X POST http://localhost:8500/v1/models/
saved_model_half_plus_two_cpu:predict

ERENEUTRAREL

{
"predictions": [2.5, 3.0, 4.5

]
}

RS R

E 7 IN[I7E Amazon EKS EfEf T A Deep Learning Containers WEEM AL R , 2. BENX

A D AN Y
GPU #3#

AT N BWMMAEZATF EKS GPU &8/ Deep Learning Containers Lz {TH# I PyTorch , MK,
TensorFlow

BRREFIRBNTRIR , TSR ARANRES S TR E.
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« PyTorch GPU #&

- TensorFlow GPU ##

- BRESR

PyTorch GPU # &

FEWFEF |, AIE— Kubernetes fREMEBFE . Kubernetes RF LT 7 —NHBERHFEO, £
B2 Kubernetes BRS5AY , BRAIMIEEEFAMNIRSEKE, ServiceTypesHRik ServiceType H
ClusterIP, HPBEATHR —EREMN pod BEL T B FEITIRES

1. JNFETF GPU WHE | R EH T Kubernetes B9 NVIDIA & & 4

$ kubectl apply -f https://raw.githubusercontent.com/NVIDIA/k8s-device-plugin/
vl.12/nvidia-device-plugin.yml

2. WIEZE4T nvidia-device-plugin-daemonset2 & EF

$ kubectl get daemonset -n kube-system

ZREEFRUTUTRAR,

NAME DESIRED CURRENT READY UP-TO-DATE

AVAILABLE NODE SELECTOR AGE

aws-node 3 3 3 3 3
<none> 6d

kube-proxy 3 3 3 3 3
<none> 6d

nvidia-device-plugin-daemonset 3 3 3 3 3
<none> 57s

3. flEGEZE,

$ NAMESPACE=pt-inference; kubectl create namespace ${NAMESPACE}

4., (FRAAHERNPAESER, ) EUERONEALE (0 S3 ) LREEBWESR, FSREHH#
E-ThERNELTIIGHNEDR FZE S3 LR, TensorFlow AR A F Bt ZE1H .
BEXFIANEZEE | 185 Kubernetes 247X,
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$ kubectl -n ${NAMESPACE} apply -f secret.yaml

5. #J# pt_inference.yaml X#, AT —MBREOANBENERNE,

kind: Service
apiVersion: vl
metadata:
name: densenet-service
labels:
app: densenet-service
spec:
ports:
- poxrt: 8080
targetPoxt: mms
selector:
app: densenet-service
kind: Deployment
apiVersion: apps/vl
metadata:
name: densenet-service
labels:
app: densenet-service
spec:
replicas: 1
selector:
matchLabels:
app: densenet-service
template:
metadata:
labels:
app: densenet-service
spec:
containers:
- name: densenet-service
image: "763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-
inference:1.3.1-gpu-py36-cul@l-ubuntul6.o04"
args:
- multi-model-server
- -=-start
- --mms-config /home/model-sexrver/config.properties
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- --models densenet=https://dlc-samples.s3.amazonaws.com/pytorch/multi-

model-server/densenet/densenet.mar
ports:
- name: mms
containerPort: 8080
- name: mms-management
containerPort: 8081
imagePullPolicy: IfNotPresent
resources:
limits:
cpu: 4
memory: 4Gi
nvidia.com/gpu: 1
requests:
cpu: "1"
memory: 1Gi

6. FERENATZHEXN®EZEEFHH pod.
$ kubectl -n ${NAMESPACE} apply -f pt_inference.yaml
EHMENRLUTUATAR

service/densenet-service created
deployment.apps/densenet-service created

7. KE pod BREBHZEF pod 4 FT“RUNNING (EEFEE1T)IRES,

$ kubectl get pods -n ${NAMESPACE}

BHRENRUTUATAR

NAME READY STATUS RESTARTS
densenet-service-xvwl 1/1 Running @
8. SR pod , BELLETT -

$ kubectl describe pod <pod_name> -n ${NAMESPACE}

AGE
3m

9. HTIAE serviceType 7 ClusterlP , BRI LU IR OMBHNBRE A E

BATULI ) o

BHEN (& FEREHR
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$ kubectl port-forward -n ${NAMESPACE} ‘kubectl get pods -n ${NAMESPACE} --
selector=app=densenet-service -o jsonpath='{.items[@].metadata.name}'" 8080:8080 &

10. ERFENRSRER , NELEITUNTENE ARZITHE,

$ curl -0 https://s3.amazonaws.com/model-server/inputs/flower. jpg
curl -X POST http://127.0.0.1:8080/predictions/densenet -T flower.jpg

ERATERE , B2 EKS BERURIBEXREBEREFNER.
TensorFlow GPU #

T FZES |, /E— Kubernetes Bk #E . Kubernetes RFLF T —NHEREKO, &
B2 Kubernetes BRS5EY , BRI UEEEEAMNARSEKE, ServiceTypesBRih ServiceType H
ClusterIP, HPBATHR —EHREN pod BEL T BHFETRES

1. XNFETF GPU H#IE | Z&EEHT Kubernetes B9 NVIDIA & & fE4F :

$ kubectl apply -f https://raw.githubusercontent.com/NVIDIA/k8s-device-plugin/
vl.12/nvidia-device-plugin.yml

2. WiFZ1T nvidia-device-plugin-daemonset2 & IE &

$ kubectl get daemonset -n kube-system

ZRHERRUTUATAR

NAME DESIRED  CURRENT  READY UP-TO-DATE

AVAILABLE  NODE SELECTOR  AGE

aws-node 3 3 3 3 3
<none> 6d

kube-proxy 3 3 3 3 3
<none> 6d

nvidia-device-plugin-daemonset 3 3 3 3 3
<none> 57s

3. BIEMmBEZEE. BUEEEEN kubeconfig LUIEREBWANER, RIEERDIZE training-gpu-1"3k
HEEE&ﬁME’J GPU £8#NEE. AXRESHENESZER , HSHIL S EKS R E,

T 5 EKS iRE 59


https://docs.amazonaws.cn//dlami/latest/devguide/deep-learning-containers-eks-setup.html#deep-learning-containers-eks-setup-cleanup

Amazon SREZF I A8 FEANGIER

$ NAMESPACE=tf-inference; kubectl —kubeconfig=/home/ubuntu/.kube/eksctl/clusters/
training-gpu-1 create namespace ${NAMESPACE}

4. ATHENERTEIFTRNARBTRER , fln , FARESE, S3E, AT ZRFEEHN S3
F ECR , FItEATIHER Amazon IEBFEM N Kubernetes 47, TEARGIA | £FER S3
KAFEMMBRIKERER,

REIEMW Amazon Eif, XEZIEMSTMER S3 BEAHRINR,

$ cat ~/.aws/credentials
5. WMEBEELUTUTHEAE

$ [default]
aws_access_key_id = FAKEAWSACCESSKEYID
aws_secret_access_key = FAKEAWSSECRETACCESSKEY

6. {£A baseb4 X iXLEEIFFHITHRD, B EHmLIHBIRA,

$ echo -n 'FAKEAWSACCESSKEYID' | base64

BT RmD MWL B 2,

$ echo -n 'FAKEAWSSECRETACCESSKEYID' | base64

EHREMRUT U TARAR

$ echo -n 'FAKEAWSACCESSKEYID' | base64
RkFLRUFXU@OFDQOVTUOtFWULE

$ echo -n 'FAKEAWSSECRETACCESSKEY' | baseb64
RkFLRUFXUINFQ1JFVEFDQOVTUQtFWQ==

7. B yaml XHREFE#HFH, EENERBFPFERLASEN secret.yaml,

apiVersion: vi
kind: Secret
metadata:

name: aws-s3-secret
type: Opaque

data:
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AWS_ACCESS_KEY_ID: RKFLRUFXUOFDQOVTUOtFWULE
AWS_SECRET_ACCESS_KEY: RKFLRUFXUINFQ1JFVEFDQOVTUOtFWQ@==

8. NEHNATEN®BREMRE :

$ kubectl -n ${NAMESPACE} apply -f secret.yaml

9. HEAXRHIG | BT tensorflow-serving FEEH TG ERE L B S3 F6E8.
LT RHIGEEM#ME tensorflow-serving-models, EEFERENERRLSIH
saved_model_half_plus_two_gpu i S3 ZEHE,

$ git clone https://github.com/tensorflow/serving/
$ cd serving/tensorflow_serving/servables/tensorflow/testdata/

10. @ CPU &RE,

$ aws s3 sync saved_model_half_plus_two_gpu s3://<your_s3_bucket>/
saved_model_half_plus_two_gpu

11. B2 tf_inference.yaml X4, AT —IMMBROABEIERNE , HF --
model_base_path EFAFERAEH S3 FHME. RRIULLNEE TensorFlow = TensorFlow 2 —
EBEHA, ZHES TensorFlow 2 —#2 A , 1% Docker EBE NN TensorFlow 2 &%,

kind: Service
apiVersion: vl

metadata:
name: half-plus-two
labels:
app: half-plus-two
spec:
ports:
- name: http-tf-sexrving
port: 8500

targetPort: 8500
- name: grpc-tf-serxrving
port: 9000
targetPort: 9000
selector:
app: half-plus-two
role: master
type: ClusterIP

T 5# EKS RE

61


https://github.com/tensorflow/serving/

Amazon JREZI B8

FRARER

kind:

Deployment

apiVersion: apps/vl
metadata:

name:

half-plus-two

labels:
app: half-plus-two
role: master

spec:

replicas: 1

selector:
matchLabels:

app: half-plus-two
role: master
template:
metadata:
labels:

app: half-plus-two
role: master

spec:
containers:
- name: half-plus-two

image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/tensorflow-

inference:1.15.0-gpu-py36-cul@0-ubuntul8.04

command:

- /usr/bin/tensoxrflow_model_server

args:

- --port=9000

- --rest_api_port=8500

- --model_name=saved_model_half_plus_two_gpu

- --model_base_path=s3://tensorflow-trained-models/

saved_model_half_plus_two_gpu

ports:

- containerPoxrt: 8500

- containerPort: 9000
imagePullPolicy: IfNotPresent

env:
- name: AWS_ACCESS_KEY_ID
valueFrom:

secretKeyRef:
key: AWS_ACCESS_KEY_ID
name: aws-s3-secret
- name: AWS_SECRET_ACCESS_KEY
valueFrom:
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secretKeyRef:
key: AWS_SECRET_ACCESS_KEY
name: aws-s3-secret
- name: AWS_REGION
value: us-east-1
- name: S3_USE_HTTPS
value: "true"
- name: S3_VERIFY_SSL
value: "true"
- name: S3_ENDPOINT
value: s3.us-east-1.amazonaws.com
resources:
limits:
cpu: 4
memory: 4Gi
nvidia.com/gpu: 1
requests:
cpu: "1"
memory: 1Gi

12. MEENATZ8E XS 2R PR pod :
$ kubectl -n ${NAMESPACE} apply -f tf_inference.yaml
EBRRENELUTUATARAEA :

service/half-plus-two created
deployment.apps/half-plus-two created

13. BE pod FRESHEF pod & T“RUNNING (EEFEEIT)IRE :

$ kubectl get pods -n ${NAMESPACE}

14. EERERSLR , EREF LT RUNNING (EEEIT)IRA :

NAME READY STATUS RESTARTS AGE
half-plus-two-vmwp9 1/1 Running @ 3m

15. Bt — LR pod , BRILLUETT :

$ kubectl describe pod <pod_name> -n ${NAMESPACE}

T 5# EKS RE
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16. BT UL serviceType  ClusterlP , B LUFim AONEH BB HELZENEN , (& FERE
FIE T )

$ kubectl port-forward -n ${NAMESPACE} ‘kubectl get pods -n ${NAMESPACE} --
selector=app=half-plus-two -o jsonpath='{.items[0@].metadata.name}'’ 8500:8500 &

17. [T json ZRFREFE R half_plus_two_input.json B4
{"instances": [1.0, 2.0, 5.0]}
18. HiZEHE iz TH#HE

$ curl -d ehalf_plus_two_input.json -X POST http://localhost:8500/v1/models/
saved_model_half_plus_two_cpu:predict

FHAAY S A T PROR

{
"predictions": [2.5, 3.0, 4.5

]
}

JREL R

B 7T Amazon EKS LR A Deep Learning Containers WEHEXAOR |, H5H, HENX
A DI@\

BEXAAQR

NTREREES , Amazon BREAHEXAORKAE, IREEZFAEBCHAAR , IURIOTHER
BEAOR,

F# Pod XK command S8, fF args SEEHRAEHNEENADSLBIAK,

apiVersion: vl
kind: Pod
metadata:
name: pytorch-multi-model-server-densenet
spec:
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restartPolicy: OnFailure
containers:
- name: pytorch-multi-model-server-densenet
image: 763104351884.dkr.ecr.us-east-1.amazonaws.com/pytorch-inference:1.2.0-cpu-
py36-ubuntul6. 04
command:
- "/bin/sh"
= "_C"
args:
- Jusr/local/bin/multi-model-server
- --Start
- --mms-config /home/model-server/config.properties
- --models densenet="https://dlc-samples.s3.amazonaws.com/pytorch/multi-model -
server/densenet/densenet.mar"

command =& entrypoint By Kubernetes FBE#. BXFHMER , 5SSk Kubernetes FERE
Ko

R EKS £EHEETHN IAM R RIBEZMEH ECR FME , REEMFEAM kubectl KB 54
BZEBENAFRPTENAER , NEFRBITEIRES,

error: unable to recognize "job.yaml": Unauthorized

EfRERE  BEEZRF IAM T, BHETUTHA,
set -ex

AWS_ACCOUNT=${AWS_ACCOUNT}

AWS_REGION=us-east-1

DOCKER_REGISTRY_SERVER=https://${AWS_ACCOUNT}.dkr.ecr.${AWS_REGION}.amazonaws.com

DOCKER_USER=AWS

DOCKER_PASSWORD="aws ecr get-login --region ${AWS_REGION} --registry-ids ${AWS_ACCOUNT}
| cut -d' ' -f6°

kubectl delete secret aws-registry || true

kubectl create secret docker-registry aws-registry \

--docker-server=$DOCKER_REGISTRY_SERVER \

--docker-username=$DOCKER_USER \

--docker-password=$DOCKER_PASSWORD

kubectl patch serviceaccount default -p '{"imagePullSecrets":[{"name":"aws-

registry"}]1}"'

F spec THLAT A INEEH Pod XHH.,
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FRARER

imagePullSecrets:
- name: aws-registry

X EKS L8 Amazon iREZ S Regdt T EHERR

LA 2% Amazon EKS £ & E 8 Dee Amazon p Learning Containers B , #5417 5 A &E
iR, SMERVEEDRETHRNBRAR

R HEBR
E&
* 1& X
- AKX
- BEHIR
RIEHIR
TEI2H Amazon EKS £8f L& Deep Learning Containers B |, A fE IR E LA TR iR

o iR St Rkubeflow R 1FTE

$ ks pkg install kubeflow/tf-serving
ERROR registry 'kubeflow' does not exist

/

EREIR  FETUTRS.

ks registry add kubeflow github.com/google/kubefl ow/tree/master/kubeflow

- HBiR BEEJETXEHILEBR

$ eksctl create cluster <args>
[#] waiting for CloudFormation stack "eksctl-training-cluster-1-nodegroup-

ng-8c4c94bc" to reach "CREATE_COMPLETE" status: RequestCanceled: waiter context

canceled
caused by: context deadline exceeded

ERRLEIR , FRIAMEHKFSEELERE, SHUA R REEMXIGIZESRH,
- iR . 5PRE3% localhost: 8080 HYIEIEMRIEL

Xt EKS £H Amazon JRE 2T BERi T FEHERR
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$ kubectl get nodes
The connection to the server localhost:8080 was refused - did you specify the right

host or port?

EFRIERIR , BETUATHSNERE HF Kubernetes BLE.

cp ~/.kube/eksctl/clusters/<cluster-name> ~/.kube/config

+ #Hi% : handle ¥R : EEMBEREHINR  RNREABREEH | REN

$ ks apply default
ERROR handle object: patching object from cluster: merging object with existing

state: Unauthorized

HERREHTEETRRNEEENZNMNAPZRER—NMNEHLEIELNAERIH L RE, #
INEEEEBNESE EBaEL,
. 8% TEBIERNARF ; B % “/home/ubuntu/kubeflow-tf-hvd” E1Z1E

$ APP_NAME=kubeflow-tf-hvd; ks init ${APP_NAME}; cd ${APP_NAME}
INFO Using context "arn:aws:eks:eu-west-1:999999999999:cluster/training-gpu-1" from
kubeconfig file "/home/ubuntu/.kube/config"
ERROR Could not create app; directory '/home/ubuntu/kubeflow-tf-hvd' already exists

BER O 2R —BE, BR , BURFEERNMRPHITHMEE, BERELEBFETE , FH
BRZ K

1 F £5 iR

ssh: Could not resolve hostname openmpi-worker-1.openmpi.kubeflow-dist-train-tf: Name
or service not known

WMRELEMEA Amazon EKS £ ERIERELR , EHEXZEIT NVIDIA REF\BHLEDSR, BiIE
ABENREXHRREHEDERNRIBEFES , RIIEHNBEREERSER,

BEEIR

/B Amazon EKS S8R , AIERSIEEEL T HiIR.

3t EKS £H Amazon JRE ¥ S BRES#t 1T FEEHERR 67
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- B8R RFB|/WEXERBXE “namspace”

$ kubectl delete namespace ${NAMESPACE}
error: the server doesn't have a resource type '"namspace"

RirhEZRANHERTIER,
- HiR  REREEREFEFRREHEER

$ ks delete default
ERROR the server has asked for the client to provide credentials

EMRMEIR , BEMaws configure® S H Amazon SMEEXERIERE~/ . kube/configiEm
FHMER | UKk Amazon EIERECEHEE.,

 BiR MNEBRBEPAERNARZEFBER :  HAE ksonnet B

$ ks delete default
ERROR finding app root from starting path: : unable to find ksonnet project

ERILEIR |, FEIAZRMT ksonnet RARFAENBE R, ks initXRBIETAIENXHX,
- fHIR : KBRS (NotFound) WEEIR : A2 pod “openmpi-master”

$ kubectl logs -n ${NAMESPACE} -f ${COMPONENT}-master > results/benchmark_1.out
Error from server (NotFound): pods "openmpi-master" not found

BEERIRATRER B THIBR E T XEZ B AR MERERIN £ T 3 th &5 B8 R 7 R to 450 BR.
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FRARER

RATH

EENFENEFIER, EMEMN Amazon BREHIER Dee Amazon p Learning Containers B &

FARAS LA

® Tip

BRUAREFIRRNTRIRUARMARIIXERBZNES , F

R

Deep Learning Containers

- EmMRESZ] Containers

VILM REZ 3] B 88 Deep Learning
SGLang REZ) AR

PyTorch JRE¥ 3 R

TensorFlow JRE ¥ Ba5

EuRE %Y Containers

LLF 2 Base Deep Learning Containers B9 & 1T 88 :

TN Type BR%5 ZEFy
13.0 CUDA #1 EFA EC2 ECS EKS X86
12.9 CUDA #1 EFA EC2 ECS EKS X86

SR ARNRES S Bes

BT

Amazon & F
CUDA 13.0 19
Deep Learning
Containers El,
WR : 2025 £ 10
A

Amazon S&EAF
CUDA 12.9 #93%
EFI]ANaaEM

EHRRE %3] Containers
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5N Type RS 2 KATUHBEA

12025 £ 8 A
18 H

12.8 CUDA # EFA EC2 ECS EKS X86 Amazon &R T
CUDA 12.8 iR
EZFIReE
12025 F 6 A 5
H

Amazon 5@ F EC2, ECS, EKS WREZI EMiAES ( B& NVIDIA
CUDA 13.0 #1 Amazon EFA )

Amazon Dee@@ p Learning Containers (DLCs) £ X #F Ubuntu 22.04 BB E EC2 , XEHK
=T ECS # EKS LB B/FIHENEME,

XL Base DLCs @ 7T EAXRNREZITAHFNKBII , MAZBERRVIR , EAF JLLREME
FABECHEEERNHE DLCs #HITAE L,

XL TR S BE T CUDA, cuDNN, Python 1 EFA XM OAH |, A LAT4Z 1T out-of-the-
box , BE T REIEZRMTIRE. IENER , FARRIFT ECS M EKS lRFHFHFAM, EC2

XX LRGP B R AHRITRERFEAH | FBHE Amazon RERESKERIITERM IS

AARSEIRAE LREIGtHUb, FABIMNARXEREEPHIANES , REFHFEH Dee Amazon p
Learning Containers, NREFERANEZFMRAL DLC , RAVBIERIT BN DLC BEHYLE], 0
RICEET R THEB A DLC SageMaker , HS 7t 3044,

BATHB

« FRITE : &% curl, build-essential, cmake # git , LUHZ ERWITF K FER
« Python ¥#38 : 1% 7 Amazon CLI, boto3 Hi&R# Python 3.12
« GPU %# : # % cuda-compat # CUDA 13.0.0 B/ R%&
- BMEMEE : AT REQGELMERIERN cuDNN 9.13.0.50
FHRIE : EATS GPU MZF KEEH NCCL 2.27.7-1
- MgEteE  ERTRIERMEEREH EFA 1.44.0
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-base-cu129-x86-ec2.html
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Amazon REF ] R85 FEARIERE
TZEEIW
Amazon BN EFPSBEZENEFHREAMazon ZEEH.

Python X%

¥ #F Python 3.12,
GPU RHIRBE X #
X LR KIF Graviton GPU =K g5G , HBEUT X GPU WEHAH -

« CUDA 13.0
* cudnn 9.13.0.50
e NCCL 2.27.7-1

5 URL

763104351884 .dkr.ecr.us-east-1.amazonaws.com/base:13.0.0-gpu-py312-cul3@-ubuntu22.04-
ec2

Amazon b [X %
XLEEREEUTHXER

Region ]
EERE (FFRLMILE ) us-east-1
EZERIP (HmEBEM ) us-east-2
ZEEIEP (nF1EE LIt EF) us-west-1
ZEEI (HBERM ) us-west-2
TABX (F#E) ap-east-1
TA#K (ER) ap-south-1
TA#X (BEAUE ) ap-south-2
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FRARER

Region

TAMX (KR )
TAMX (BR)
TAH#X (KR )
A X (FTANRK )
TAX (EE)
A X (HEME )
TAMX (|RAE)
TAMEX (GRAL )
TAMEX (=E)
EX ( FE)
EXR (FRME )
R (EZRAE )
RN (7R ERH )

=

MN(ERZ)
RO (2% )

KM (23R )

RREE (K= )

RRER ( ARTEST )
RN ( HEFRE )
PR (EBM)

(AR
ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-southeast-3
ap-southeast-4
ap-southeast-5
ap-southeast-7
ca-central-1
ca-west-1
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1

me-south-1

Base DLC CUDA 13.0 X86 EFF /8 EC2
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FRARER

Region

AR (PUERE )
Redl (Sh4EX )
M3k ( ZERT )

AF South ( FFE )
SEE (FER)
RE (=)

FE (TE)

¥ 2 A st

« BT : c5.18xlarge

(AR
me-central-1
il-central-1
sa-east-1
af-south-1
mx-central-1
cn-north-1

cn-northwest-1

« MRXTE : p4d.24xlarge. p4de.24xlarge. p5.48xlarge

« £33N : openclip, nccl-tests

& &\ &

« BB BRI LT E AR

Amazon & T EC2. ECS, EKS WREZFIJEMARS ( Bl NVIDIA

CUDA 12.9 # Amazon EFA )

Amazon Dee@@ p Learning Containers (DLCs) B{E X # Ubuntu 22.04 B ERLIRR EC2 | XEHERK

=T ECS M EKS LHEHRFIHRENERE

XL Base DLCs 12 7T EXRMREZITAHANEKBI , MAZBERRNIR , EAS JLLREME

AECHEEERXNH DLCs #ITAE X,

X LERR G0 S BB 7 CUDA. cuDNN, Python #l EFA XM OAH |, AT AT 48E 1T out-of-the-
box , BET QEEZREHRTRE., IEMNER , BRREFT ECS M EKS RFHFAM. EC2

Base DLC CUDA 12.9 X86 FF /& EC2
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MXERGRNABEREAHRTRERBEE , FRIE Amazon ZERESKEFTERIEL

ATABRSEIKRAELKREIGHtHUb, EABIMNTARXEEEPHIAES , REFEFEH Dee Amazon p
Learning Containers, RAREFERAN 2 EE'E%WiZFE’J DLC , ﬁﬂ])ﬂlﬁfﬁl]-lmﬁﬁjﬂ"] DLC @I &, zn
RETEEI R IEB AN DLC SageMaker , S [ I T4,

K17 A

« FEAIE : @F& curl, build-essential, cmake f git , SAUHEEERLHF XER
Python ¥R3% : %% T Amazon CLI, boto3 #i&E3RE) Python 3.12

GPU % # : CUDA 12.9.1 %4 cuda-compat LASRIE/FHRE

HEMERE : AT REQGZLMERIERN cuDNN 9.10.2.21

PRI - EATZ GPU MZT BER NCCL 2.27.3-1

PR MERE @ &R TRER MEEEH EFA 1.43.1

ZEEW

Amazon BN EFUELZe AN EFHREAMazon ZEEH,

Python X%
¥ #F Python 3.12,
GPU kB X #

X LR BI T Graviton GPU EHIEHE g5G , HEBELUT X GPU M H4AH

« CUDA 129
e cudnn 9.10.2.21
« NCCL 2.27.3-1

5 URL

763104351884 .dkr.ecr.us-east-1.amazonaws.com/base:12.9.1-gpu-py312-cul29-ubuntu22.04-
ec2
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Amazon JREZ T RE;

FRARER

Amazon #h X %

XERBAEUTHXER :

Region

KERE (HFRILMILER)

KERED (BZEM )

XEAES (REEILILER)

ZEED (RYRM )
TABK (B )
TA#K (&R )
TA®X (RS )
TABK (KR )
WA X (E7R)
WABK (AR )
AKX (H )
TA#K (ER )
AR (HeDE )
WA#HK (BRA )
WAHK (DREL )
TA®K (EE )
Mg (HE)
MEA (FRME )

(R

us-east-1
us-east-2
us-west-1
us-west-2
ap-east-1
ap-south-1
ap-south-2
ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-southeast-3
ap-southeast-4
ap-southeast-5
ap-southeast-7
ca-central-1

ca-west-1

Base DLC CUDA 12.9 X86 FF /& EC2
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FRARER

Region
BN ( E=ZRAE )
R (7 2Rt )

X

M (FERZ)
BRI (23 )

RN (B3R )

RREE (K= )
BREZ ( FHBEST )
R ( HTERRE )
R (B

IR (FIEREE )
D3| (HhdEX )
Ik ( EZRF )

AF South ( FFE& 3 )
SEE (FEB)
BE (JER)

hE (TE)

¥ 2 A st

« BIE : c5.18xlarge

(AR
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1
af-south-1
mx-central-1

cn-north-1

cn-northwest-1

o MARTE : p4d.24xlarge. p4de.24xlarge. p5.48xlarge

« 233 : openclip. nccl-tests

Base DLC CUDA 12.9 X86 FF /& EC2
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2 &l [a) &

« BB BRI LT E AR E
Amazon & T EC2, ECS. EKS HREZFIEAR AR ( & NVIDIA

CUDA 12.8 #1 Amazon EFA )

Amazon Dee@@ p Learning Containers (DLCs) £ X3 Ubuntu 24.04 B ERLER & EC2 , XEE R
=1 ECS M EKS EHENR/RFIMENEME,

XL Base DLCs 18 7 EARREZIEANEBI , MAZREERNIR , FHS TR TE#E
FABECHEEERNHE DLCs #HITAE L,

X LR TR S BB 7T CUDA, cuDNN, Python #l EFA XM OAH |, AT AT 4= 1T out-of-the-
box , BT REIEERMTIRE., TENES , ARRET ECS M EKS RFHHFAM, EC2

MNXLEREPNABEREAHRTRERAEE , FRIE Amazon T &ESKEFTERIEL

AAASEIRAELKREIGItHUb, FARINTAEERPHAES , REF LA Dee Amazon p
Learning Containers. RAREFEAN 2 RIMRAL DLC , HIBF LT IHRAH DLC BAHLH, 0
RIETEEI R EBFERAM DLC SageMaker , S [ I 3T #4,

KT8

« FEAIE : @FE curl, build-essential, cmake f git , SUHBEEE LT XFER
« Python ¥3% : #1257 Amazon CLI, boto3 Hi&R# Python 3.12

« GPU %# : # % cuda-compat # CUDA 12.8.1 B/ R&

- HEMEE BT RESEMERAERN cuDNN 9.8.0.87

- 2HRIUIL  EATZ GPU MZ T JLBEH NCCL 2.26.2-1

- PEMERE - A TRIEEMEEEN EFA 1.40.0

ZEEW

Amazon BN EFPUEBZE N EFHREAMazon ZEEH.

Python X

¥ # Python 3.12,
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Amazon JREZI B8]

FRARER

GPU RAIRE X

X LR BT Graviton GPU EHIKE g5G , HEBELT X GPU M 4AH -

« CUDA 128
* cudnn 9.8.0.87
« NCCL 2.26.2-1

7~ URL

763104351884 .dkr.ecr.us-east-1.amazonaws.com/base:12.8.1-gpu-py312-cul28-ubuntu24.04-

ec2

Amazon b [X %
XLERBEBUELATHXMER

Region
EERE (FHEFRILMILED )
EERE (HEZBEM )
EEEEP (RIEELILEP)
EZEEED (HEHM )
WAK (FE )

WAHK (EX )

TA#X (BEALD )
TAMK (FE)

WA X (H7R)

AKX (KB )

Y0 A X (03 )

(R

us-east-1
us-east-2
us-west-1
us-west-2
ap-east-1
ap-south-1
ap-south-2
ap-northeast-1
ap-northeast-2
ap-northeast-3

ap-southeast-1

Base DLC CUDA 12.8 X86 EFF /8 EC2
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FRARER

Region
TAHX (FE )
A X ( HEDNE )
WA®X (BRA )
WA X (DRAEL )
TAMX (EE )
MEX (FE)
MEX (FRME)
R (EZRE )
R (7 2Rt )

=

M (ERZ)
KRN (123 )
KM ( B2 )

RRER (K=)
RRE2 ( FREEST )
RN ( ET R RE )
PR (BM)

PR (FERE )
BLedl (4Fhi4EX )
3k ( ERF )

AF South ( FFEH )

(AR
ap-southeast-2
ap-southeast-3
ap-southeast-4
ap-southeast-5
ap-southeast-7
ca-central-1
ca-west-1
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1

af-south-1

Base DLC CUDA 12.8 X86 EFF /8 EC2
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Amazon SRE ¥ B8 FERARER
Region K55
Sma (PE) mx-central-1
FE (4R) cn-north-1
HE (TE) cn-northwest-1
Foy 22 70 i
« BITE : c5.18xlarge
« MiRXTE : p4d.24xlarge. p4de.24xlarge, p5.48xlarge
« 2333 : openclip. nccl-tests
& &l &) &
- BB AR LT E B E
VILM 3RE %3] & 858 Deep Learning
LU & vILM Deep Learning Containers B9.% 171589 :
W2 Type RS 2 KATIHEA
& General SageMaker X86 Amazon & T
VILM WATE
REREFI RS
SageMaker
BT General EC2 X86 Amazon &
AT viLM 89

Deep Learning

Containers on
EC2. ECS #
EKS

VILM SRE %) B85 Deep Learning

80


https://github.com/mlfoundations/open_clip
https://github.com/NVIDIA/nccl-tests
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-vllm-ec2.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-vllm-ec2.html
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Amazon SREZF A8 FRARIER

5N Type RS 2 KATUHBEA

B&# General EC2 ARM64 Amazon &
AT viLM &Y
Deep Learning
Containers
ARM64 on
EC2, ECS Al
EKS

Amazon FF /8 EFA X#5# vILM B9 Deep Learning Containers SageMaker

Amazon D@@ eep Learning Containers (DLCs) MEXZFHINEL S FIRHH KB ESERH#ITT
1L viLM B &, SageMakervLLM DLC =t T —MNEF~RAER , A TIEMEM LLMs §HTh

ge , BlanE M PagedAttention WA EEBENELAAE, XRETARBMEERE T vLLM S %IhEE
ML , hEHEE, AT BANSMM LLM RSEHETEENE S, SageMaker

RELBRSETNMERMAHRBFEERZSRE , HiRE Amazon Z2HEKBRBITEN RN 7T
BRI AMFIER Amazon DLCs AT BMEBRAIH github Fi&FEH K El. Amazon DLCs ERAEKAIINF £
EETHANESS , REAT. ABEREFERANRHIHMMRAN DLC , RITEBEEITREIH DLC BEA
Mil. BxAEEH vLLM ISR , i8EF vLLM X8,

BEHEE

ETHVILMDLC WHEFHZTI , BEFEHNAE,

AAASBRFIRAE LHRFGitHub,

VILM v0.11.1 RESRAAER CUDA 12.9 , E{X 3% Nvidia Driver 535 RE SR ( Bk
550 ) » E7t SageMaker ¥ & L EEREE , iHEEal2-ami-sagemaker-inference-
gpu-3-1HProductionVariant.

REEW
XX EREPNABERGAFRITLERFRME | FBIE Amazon e RESRERIITERIEF

Amazon BWEF BB EZ 2N EFHXEAMazon ZEE#H,

vllM DLC F /& SageMaker 81


https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-vllm-arm64-ec2.html
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-vllm-arm64-ec2.html
https://www.amazonaws.cn/machine-learning/containers/
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/what-is-dlc.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://docs.vllm.ai/en/latest/
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Amazon JREZI B8]

FRARER

Python 3.12 Support

¥ # Python 3.12,
SLBIRB X #F

IX LRI HF x86_64 EHIKA,
Amazon #[X 3 #

XERBAEUTHXER -

Region

KERER (BEFRILMILER )
EEFRE (@mXBEM )
XEALR (AR LER)
EEFEE (RBRM )
TAX (FE)
TAMEX (H=XK)
TAX (EBEAUE )
TA#X (R )
TA#X (ER)

TA#X (KR )

W AH# X (IR )
TAMX (EKE )

AH# X (FEDE )
TAMX (|RAE)

KB

us-east-1
us-east-2
us-west-1
us-west-2
ap-east-1
ap-south-1
ap-south-2
ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-southeast-3

ap-southeast-4

vllM DLC F /& SageMaker
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Amazon JREZ T RE;

FRARER

Region
WA X (BRAEL )
TAHX (FRE )
MEKX (FE )
MEXR (FRME)
R (EZRE )
RN ( 7RZR )

R ( ZBR=)
KM (23 )
KM ( B2 )

RRER (K=)
RREE ( FHEST )
RN ( ERFREIREE )
R (B

PR (PUERE )
Redl (Sh%EX )
I ( ZRFT )
AF South ( FFEH )
S (FER)
BE (=)

FE (TE)

(AR
ap-southeast-5
ap-southeast-7
ca-central-1
ca-west-1
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1
af-south-1
mx-central-1
cn-north-1

cn-northwest-1

vllM DLC F /& SageMaker
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¥ 2 A st

« BI7E : c5.18xlarge
« MWiRTE : p4d.24xlarge. p5.48xlarges
« f£f deepseek-ai/-DeepSeek R1-Distill-Qwen-32B &, BH SMZH ARSEEH1T 7 M

2 &[] &
ST A=)

Amazon & A F vILM B9 Deep Learning Containers 7 /8§ EFA % #
EC2, ECS #l EKS

Amazon D@@ eep Learning Containers (DLCs) ME X #F4 3 KEUE S E B RS H TLLHY vILM
%o VLLM DLC R T — 1A ATHEMBRSNEFRENE , NEX EFA ( LLMs # ML ER

B NXE, SRTARTEMEERET vLLM WSRIVEEFEL , AINET KBS T IEBHERH A
RESHEE. Iy BENSMN LLM RFSEE T EENES

RELASBTHFMERGEFRETFERESRE , HBE Amazon R REKKRHITEMH BN FT
B K5I Amazon DLCs AT AEFKATHY github Fi& EH K El, Amazon DLCs AR A E
EEAHANSS , REAT. HAREEANIHEIIRAN DLC , BATBFESITFHEIIMN DLC BEA
Wil MRBBEESHABEEAN DLC SageMaker , S H X, BxWAEA vLLM BIER |
BEE VLLM X8,

BEHEE

ET7TEVIMDLC WEHEN , BEFEHM BT,

A AR ERFIRATE LHEFIGitHub,
ZEEIW

Amazon BWEFFBEZE LN EFRHREAMazon ZEEH,

Python 3.12 Support

¥ Python 3.12,
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https://www.amazonaws.cn/machine-learning/containers/
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#dlc-available-image-user-guide
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
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https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

S il g ==
XLEERIFTH x86_64 EHIKRE,
Amazon i [X X 3

XERBAEUTHXER :

Region

KERER (BFRILMILER )
EEFRE (@mXEM )
EEFEE (MFEELILER)
EEEE (RBRM )
TAEX (&FE)
TAMX (H=3K)
TA#X (BEAUE )
WAMX (FK)
TAMEX (BR)

TAX ((KER )
WAH# X (FHINE )
TAEX (e )
TAH# X (FEDE )
TAMX (BRAE)
TA#X (DRAT )
TA#X (ZRE )

(R

us-east-1
us-east-2
us-west-1
us-west-2
ap-east-1
ap-south-1
ap-south-2
ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-southeast-3
ap-southeast-4
ap-southeast-5

ap-southeast-7

vIIM DLC 7/ EC2
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Amazon JREZ T RE;

FRARER

Region
MEKX (P )
MEXR (FRME)
BN ( E=ZRE )
M ( FRRR )

X

M (ERZ)
BRI (123 )

BRI (B3R )

RRER (K=)
RREE ( FHEEST )
RN ( ERFREREE )
R (BH)

AR (PUERE )
Redl (Sh4EX )
M3k ( EZRT )
AF South ( FFE% )
S (FER)
PE (JE=R)

FE (TE)

¥ 2 A st

- EIE : c5.18xlarge

(AR
ca-central-1
ca-west-1
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1
af-south-1
mx-central-1

cn-north-1

cn-northwest-1

vIIM DLC 7/ EC2
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« MWiRXTE : p4d.24xlarge. p5.48xlarge
- {8 deepseek-ai-DeepSeek R1-Distil-Qwen-32B &, #5 QM ZH QRSEEH T 7 Wi

2 &[] &
SN P A=)

Amazon &M F vILM B Deep Learning Conta ARM64 iners FF /8 EFA X3
EC2, ECS #l EKS

Amazon D@@ eep Learning Containers (DLCs) ME X743 KEE S HE B RS H TLILH vILM
%o VLLMDLC R 7 —MNATA TEHBMRSHEFREIRIR , WEX EFA ( LLMs ¥ ML RER
) WX, SREABTEMEERE T vLLM WS RIIEERMEL , ANET REIZT ILEFEBH BT A5
RHUESME. Ty BASRMN LLM RSRE T EBENE S

RERBBPINAEREFAGREFERERA , HRHE Amazon R RESSKRHITEH RIS+ I
B A& Amazon DLCs A ATERAIH github 7Fi&EF K El, Amazon DLCs EARIINF X E
EETHANES  REAT. NEREFEHANZHRIMRAL DLC , BRITBEFEEITHEEIH DLC B
Hil. MREEET R AEEFEAN DLC SageMaker , FS IR, BXAAFERH vLLM KIER
BEE VLLM XY,

BEHEE

ETHEVIMDLC WEHFEL , BEFEHM BT,

A AABRHKRTE EHEIGitHUD,
BREEIW

Amazon BN EFPSBEZENEFHREAMazon ZEEH.

Python 3.12 Support
¥ # Python 3.12,
SPIRB X

REE L ARM64 ISR,
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https://www.amazonaws.cn/machine-learning/containers/
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#dlc-available-image-user-guide
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#general-framework-containers-ec2-ecs-eks--sm-support
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https://docs.vllm.ai/en/latest/
https://github.com/aws/deep-learning-containers/blob/master/vllm/CHANGELOG.md
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#vllm-containers
https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

Amazon #h X %

XERBAEUTHXER :

Region

KERE (HFRILMILER)

KERED (BZEM )

XEAES (REEILILER)

ZEED (RYRM )
TABK (B )
TA#K (&R )
TA®X (RS )
TABK (KR )
WA X (E7R)
WABK (AR )
AKX (H )
TA#K (ER )
AR (HeDE )
WA#HK (BRA )
WAHK (DREL )
TA®K (EE )
Mg (HE)
MEA (FRME )

(R

us-east-1
us-east-2
us-west-1
us-west-2
ap-east-1
ap-south-1
ap-south-2
ap-northeast-1
ap-northeast-2
ap-northeast-3
ap-southeast-1
ap-southeast-2
ap-southeast-3
ap-southeast-4
ap-southeast-5
ap-southeast-7
ca-central-1

ca-west-1

vIIM DLC ARM64 FF /& EC2
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Amazon JREZ T RE;

FRARER

Region
BN ( E=ZRAE )
R (7 2Rt )

X

M (ERZ)
R (123 )

R (22 )

RRER ( K=)
BREE ( BHESE )
RXM ( EF RS REE )
R (BH)

PR (FUERE )
Redl (Sh4EX )
M3k ( ZRF )

AF South ( FFEH )
SHFT (P
RE (43R)

HE (TE)

¥ 2 A st

« BITE : c6g.12xlarge
- 2 : g5g.16xlarge

(AR
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1
af-south-1
mx-central-1
cn-north-1

cn-northwest-1

. £/ deepseek-ai/-DeepSeek R1-Distill-Qwen-32B &R, £ A MZH IURSEEHR 1T 7N

vIIM DLC ARM64 FF /& EC2
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Amazon SREZF A8 FEANGIER
2 &g &
BB Bl 1k B e 3

SGLang ‘REF] A5

LU 2 Dee SGLang p Learning Containers B & 1T 88 :

MR 2 Type RS 2 KATIHEA
& General SageMaker X86 Amazon &
T SGLang

SageMaker AT
BRENREFT
B

Amazon FF /g EFA % Deep SGLang Learning Containers SageMaker

Amazon D@@ eep Learning Containers (DLCs) BUFE X34+ X 1E T T2k £ M A BESEEHT
T{R1LHy SGLang A& SageMaker, iZ SGLang DLCIR#t T — NI A FHEMBE W E =ML
B, ¥} LLMs EEEHIhEE , I RadixAttention BSRMWKVEFZERAMNKELHMERE., XRTAR
BRMERE T ERNEMEL , AEHeE. IV BRMSH LLM RFRME TEENES[. SGLang
SageMaker

RELABTHMERGEAGRBTFERLSRE , HBE Amazon R REKKHITEMH BN FT

B A AR 5IZ&R Amazon DLCs AT AEEATHY github Fi& EF K El. Amazon DLCs AR A E

EEFHANSS , REAT. RAREEANRHIRAN DLC , HATBFESITFEAIHN DLC BEA
. BXMMAIEA SGLang DLC KV35F SageMaker , HEFEHE. AXMMAEANIER SGLang ,
EEESGLang XH4,

BEHEE

E 7% SGLang DLC & #Z1L , BEFEMNHE,

ATAASRSIRAE LHRBIGitHub,

SGLang v0.5.5 RESRAEA CUDA 12.9 , /X5 Nvidia Driver 535 RESRARE (B
1% 550 ) » E7t SageMaker ¥ & LEERSE , i5EEEal2-ami-sagemaker-inference-
gpu-3-1AProductionVariant,

SGLang REZI A 90
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-sglang-sagemaker.html
https://www.amazonaws.cn/machine-learning/containers/
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#dlc-available-image-user-guide
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/what-is-dlc.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/what-is-dlc.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notifications.html
https://docs.sglang.io/get_started/install.html#method-7-run-on-aws-sagemaker
https://docs.sglang.io/
https://github.com/aws/deep-learning-containers/blob/master/sglang/CHANGELOG.md
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#sglang-containers
https://docs.amazonaws.cn/sagemaker/latest/APIReference/API_ProductionVariant.html

Amazon SREZI] REF FRARIER
ZEEIW
XX LRGPP EREHGHITRLRBEE , HRIE Amazon T RESIKRFTEHMNIEH.

Amazon BWEFEBZ 2N EFHNXEAMazon ZEEH,

Python 3.12 Support

¥ #F Python 3.12,
SLPIRB X #F

XL ABEZFF x86_64 SEHIKE,
Amazon #[X 3 3
XERBAEUATHXER

Region R

EEFRE (FERLMILER ) us-east-1
ZERIB ( BZEM ) us-east-2
EZERI (NFEELILEP) us-west-1
XEEI (HERM ) us-west-2
TWA#X (FE) ap-east-1
WAHX (&HX) ap-south-1
WA#X (BEAE) ap-south-2
WA#X (FRR) ap-northeast-1
AKX (BR) ap-northeast-2
WA X (KR ) ap-northeast-3
0 A X (03 ) ap-southeast-1
TA#X (FE ) ap-southeast-2

SGLang DLC F/3 SageMaker 91


https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

Region
A X ( HEDNE )
WAMK (BRA )
TA#K (BRELD )
TAHX (FRE )
EX (HER)
EKX ( FRME )
R (EZRE )
BN ( FRER )

s

M (FERZ)
RN (23R )
KM ( B2 )

PREE (K= )
RREE ( FRTEST )
RM ( BT R REE )
Bz (B

AR (PUERE ) .
PR=EINESEVE )
M3k ( ZRT )
AF South ( FFEZ )

SHE (FHE)

(AR
ap-southeast-3
ap-southeast-4
ap-southeast-5
ap-southeast-7
ca-central-1
ca-west-1
eu-central-1
eu-central-2
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
eu-north-1
me-south-1
me-central-1
il-central-1
sa-east-1
af-south-1

mx-central-1

SGLang DLC F/3 SageMaker
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Amazon SREZF A8 FRARIER

Region K55

FE (JER) cn-north-1

HE (TE) cn-northwest-1
k=N Ry

« BT : c5.18xlarge
« WX : p4d.24xlarge. p5.48xlarge
- BfEA Qwen/Qwen3-0.6B {HE, BN QMST SRS EEH 1T 70

& Hl[a] &

FE N L= B AR

PyTorch I *EF I B85

LT 2 Dee PyTorch p Learning Containers B9 & 171588 :

R 7% Type RS 2 KT A

2.9 UE: SageMaker X86 Amazon PyTorch

2.9 hix Deep

Learning
Container

s ( SageMaker
AT &R
%) : 2025
12 A 12 B

2.9 W&k EC2 ECS EKS X86 Amazon PyTorch

2.9 hix Deep

Learning
Containers ( 1£

EC2, ECS M

PyTorch RE¥ A8 93
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-ec2-ecs-eks.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-ec2-ecs-eks.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-ec2-ecs-eks.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-ec2-ecs-eks.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-9-training-ec2-ecs-eks.html

Amazon JREZI B8

FRARER

JIES

2.8

2.8

2.7

Type

:
Yk

PLESN

PLESN

ARSs

SageMaker

EC2 ECS EKS

SageMaker

R

X86

X86

X86

RATHER

EKS il )
2025 £ 12 A 12
H

Amazon & F
PyTorch 2.8 #Y
Deep Learning

Container

s ( SageMaker
AT ErE

) 12025 F 9
A138

Amazon EERF
PyTorch 2.8 By
Deep Learning
Containers ( 7£
EC2, ECS Al
EKS EillZ&k ) :
2025 £ 9 A 13
H

Amazon EERF
PyTorch 2.7 §Y
Deep Learning

Container

s ( SageMaker
AT E&E

) 12025 F 6
A 13 H

PyTorch SREZ S Aes
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-8-training-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-pytorch-2-8-training-sagemaker.html
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. {8 Resnet50, BERT AR L# ImageNet EC2#k#E£, ECS AMI ( TLEi# Linux AMI
2.0.20251209 ) # EKS AMI ( -1.32.9-20251209 ) # 1T 7 Wik amazon-eks-gpu-node

PyTorch 2.9 £ ECS #l EKS £ EC2#t 1Ti)l%k 104



Amazon SREZF A8 FEANGIER

Amazon & F PyTorch 2.8 JIZkHRE 3 B 88 SageMaker

Amazon & F I & # SageMaker # Dee@@ p Learning Containers (DLCs) ZLE#t H PyTorch 2.8
WA, £ Ubuntu 22.04 £3X3F CUDA 12.9, #RAJBATE{E{T SageMaker ARSS LB sh #TARAHY Deep
Learning Containers, &3 Dee Amazon p Learning Containers XFHERMIRANZRIIK , TS
7 T 3

LA BIEATE GPU LIS BRESR , (X aENY BT 71 Amazon, XL Docker &5
B213 SageMaker RSN, |, IREFRERZAH NVIDIA CUDA, Intel MKL FMEMAH | RZTREZ
ITEMSBEHTRICWAFP AR, AmazonXEMGEFHERGEMH#ITZERBAE , HRE
Amazon ZE RESZBRHFITERM IS4, XLEH DLC TN E SageMaker fRSS ELEAMIRIT,

AAASRIRAUERINOXEPFERE, EARIMNTFREEEFHAITEAMNIZEISHERAINHK
2, REF A Dee Amazon p Learning Containers, & A1 BT R BEATH TS0 IR AREA 7 2
HHEBEZHRE,

B A
- 73 PyTorch 2.8 5| A 7 X% “UIIZ5” KA 8% SageMaker, BXIRANFEHAEE , BEERIIN
GitHub X 5%,
- BESHEIALE PyTorch 2.8.0 E A X 1T,
« AMNT Python 3.12 X%
« %INT PyTorch 1B :
+ torchtnt 0.2.4
+ torchdata 0.11.0
+ torchaudio 2.8.0
+ torchvision 0.23.0
- AT CUDA 12.9 X%
« W07 Ubuntu 22.04 X%
« GPU Docker BB TEE :
« CUDA 12.9.1
* cudnn 9.10.2.21
« NCCL 2.27.3-1
- EFA RERF 1.43.1 ( B A Amazon T OFINCCL )
- ZEREIE25

PyTorch 2.8 IE1E3# 1735 1)l SageMaker 105


https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-sagemaker-2.8.0-tr-py312
https://github.com/PyTorch/PyTorch/releases/tag/v2.8.0

Amazon JREZI B8

FRARER

- NEFE 283
 GDRCopy 2.5.1

« AT CPU B Dockerfile ATLATEIX B E| , GPU BY Dockerfile A] ATEX B 5,

BXREFESH , HSH aws/ FFf#Edeep-learning-containers GitHub .,

ZEEW

Amazon BWEFEBEZ 2N EFHNXEAMazon ZEEH,

Python 3.12 Support

PyTorch JII4s& 88X #F Python 3.12,

CPU RHIRE T #

XA BRI x86_64 SHPIKE,

GPU RAIRE X #F

LRI GPU KFIRE , AES T XE GPU WRHAAH -

« CUDA 12.9
* cudnn 9.10.2.21
« NCCL 2.27.3-1

Amazon #h X % #
XLERBAELATHXER

X

KERER (HEM )
XERE (HFRILMIEER)
KXERALR (HBRM )
XEBES (MAEELIER )

(R
us-east-2
us-east-1
us-west-2

us-west-1

PyTorch 2.8 IEFE# 1T#51)Il SageMaker
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https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.8/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.8/py3/cu129/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

X5 (R

AF South ( FFE ) af-south-1
TABX (F#E) ap-east-1
TA#X (BEHALE ) ap-south-2
TWA#X (&3R) ap-south-1
TARMX (KR ) ap-northeast-3
WAHX (ER) ap-northeast-2
TWA#X (FRE) ap-northeast-1
WA#X (SRAE) ap-southeast-4
Y0 A X ( FEDDE ) ap-southeast-3
WA#X (FEE ) ap-southeast-2
0 A X (703 ) ap-southeast-1
TWA#X (BRAEIL ) ap-southeast-5
WA#X (&E ) ap-southeast-7
S (PH) mx-central-1
MEXR (HE) ca-central-1
MEX (FRME) ca-west-1

RN (TR ER1 ) eu-central-2
BN (EZXRE) eu-central-1
B ( ZBR=) eu-west-1

B (122) eu-west-2

PyTorch 2.8 IE1E3# 1735 1)l SageMaker 107



Amazon SREZF I A8 FEANGIER

X5 (R
ROM (B3 ) eu-west-3
RREE ( FRBEST ) eu-south-2
PRER (K= ) eu-south-1
ROM (TR RE ) eu-north-1
Bed (Bh4x ) il-central-1
7R (BA) me-south-1
7R (FIBREY ) me-central-1
B3I ( ZRF) sa-east-1
FE (dER) cn-north-1
FE (TE) cn-northwest-1
¥ 2 A

« BI7E : c5.18xlarge
o MIKTE : p4d.24xlarge, pdde.24xlarge, g4dn.4xlarge. g5.12xlarge. g5.12xlarge
« £ SageMaker MNIST F /E 0 1ER T 1T 7 Mo

Amazon & F PyTorch 2.8 i)
M EK

Z5#y Deep Learning Containers EC2, ECS

Amazon EA T S# EC2, ECS M EKS #Y Dee@@ p Learning Containers (DLCs) Il 2 #
PyTorch 2.8 BRZS | #1E Ubuntu 22.04 %1% CUDA 12.9, #RTJLAEFEM ECS F EKS PR £ B3
IRZ<#9 Deep Le EC2 arning Containers, &3 Dee Amazon p Learning Containers 33589 E 2R F iR A&
WEEIR , FSHET X,

WHRASEATE GPU LlEHNBRES , HXMEMY Bi# 1T 71 Amazon, X Docker BR{&
2@ EC2, ECS # EKS BRE# 1T 7T |, IR TIREMZASH NVIDIA CUDA. Intel MKL F1E fhH

PyTorch 2.8 ¥ ECS #l EKS £ EC2#t 1Ti)lZk 108


https://www.amazonaws.cn/machine-learning/containers/

Amazon SREZEI A8 FERARER
#, NETREFI TEABRETRIEHAFER, Amazond XLMEHWFIEHRGAGHITRSE
AR, HRIE Amazon TERESKERHAITENHB4N, XL DLC TR ECS M EKS RFLE
Amigit. EC2

AAASRIRAUERINOXEFERE, EARIMNTFREEEFHAITEANIZEI SRR
2, REF A Dee Amazon p Learning Containers, & A1 BT R BEATH TS0 I ARENA 5 2
HHEBEZHRE,

& 4 5, BA

« BI|AT PyTorch 2.8 iRV IIZx B =8 EC2 , ©X¥#F ECS M EKS. BXUBRANFHEE , BEFR
1189 GitHub X H#5%,

o BSE WA PyTorch 2.8.0 E A X 1T,

« AINT Python 3.12 X3

« WINT PyTorch 3 :
 torchtnt 0.2.4

+ torchdata 0.11.0
+ torchaudio 2.8.0
+ torchvision 0.23.0
« %INT CUDA 12.9 X#
« AINT Ubuntu 22.04 X%
« GPU Docker BB EUTEE :
+ CUDA 12.9.1
* cudnn 9.10.2.21
* NCCL 2.27.3-1
« EFA R¥REF 1.43.1 (R A Amazon 7 OFINCCL )
- ZESREIE25
- NEBEE 283
+ GDRCopy 2.5.1
« &M T CPU W Dockerfile ATATEIX 23, E| , GPU B Dockerfile AI SATEiIX B3 F,

BXREHELH , BESH aws/ Ff#deep-learning-containers GitHub

PyTorch 2.8 £ ECS #l EKS £ EC23# T4 109



https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-ec2-2.8.0-tr-py312
https://github.com/PyTorch/PyTorch/releases/tag/v2.8.0
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.8/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.8/py3/cu129/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags

Amazon JREZI B8]

FRARER

ZEEW

Amazon BWEFEEZ LN EFHNXEAMazon ZEEH,

Python 3.12 Support

PyTorch JII4& 88 %% Python 3.12,

CPU R B 2 #

XL A RR 5 x86_64 KHIKE,

GPU RAIRE X #F

LRI GPU KFIRE |, HAES AT XE GPU WRHAAH -

« CUDA 129
e cudnn 9.10.2.21
« NCCL 2.27.3-1

Amazon #h X % #
XLUERBEELATHXER :

X

EERER (BN )
EERER (HERLMILER)
EEAEE (RBRM )
EEAE ( AERILILER )
AF South ( FFEH )
TAMX (FE)

TAHX (BEE )

TAHK (&K )

(R
us-east-2
us-east-1
us-west-2
us-west-1
af-south-1
ap-east-1
ap-south-2

ap-south-1

PyTorch 2.8 # ECS # EKS t EC2#1TI%k
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https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

X i3

AKX (KR )
WA K (ER )
WA MK ()
WA#X (SRA)
AKX ( HEDE )
TARK (ER)
WA X (FK )
WAMK (DXRAEL )
WAMK (FE )
SEE (PE)
EX (HEB)
MEX (FRME)
BRI ( 7RERAH )
BN (EZRE)

X

M (ER=E)
KRN (123 )
KM ( 23R )
RRER ( BHHEST )
RREE (K= )

~,

/.

=
S

(HEFRE)

(AR
ap-northeast-3
ap-northeast-2
ap-northeast-1
ap-southeast-4
ap-southeast-3
ap-southeast-2
ap-southeast-1
ap-southeast-5
ap-southeast-7
mx-central-1
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-south-2
eu-south-1

eu-north-1

PyTorch 2.8 # ECS # EKS t EC2#1TI%k
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Amazon SREZF I A8 FEANGIER

X5 (R

e (HFhdgEx ) il-central-1

7R ( BAK) me-south-1

7R ( PUEREE ) me-central-1

M (Z2RF ) sa-east-1

RE (JER) cn-north-1

FE (TE) cn-northwest-1
¥ A

« BITE : c5.18xlarge
« MXTE : pd4d.24xlarge. pdde.24xlarge, g4dn.dxlarge. g5.24xlarge. g5.12xlarge, g5.12xlarge

« {£/ Resnet50, BERT LK LY ImageNet Zi#EE., ECS AMI ( L 53k Linu EC2 x AMI
2.0.20250828 ) 1 EKS AMI ( -1.32.8-20250904 ) 31T T Mli%t amazon-eks-gpu-node

Amazon Deep Learning Conta PyTorch iners i& i F 2.7 SageMaker

Amazon & F I 5 # SageMaker # Dee@@ p Learning Containers (DLCs) L E#E H PyTorch 2.7
fRA , #£ Ubuntu 22.04 £3%#F CUDA 12.8, RAILAFE{ET SageMaker fRSS L2 3 #ThR4HY Deep
Learning Containers, B> Dee Amazon p Learning Containers SXiFMERFRAN TEIEK , FS
7 T 3

LA BIEATE GPU LGN BRESR , X aENY Bt 1T 71 Amazon, XL Docker &5
B213 SageMaker RSN, |, IREFRERZAH NVIDIA CUDA, Intel MKL MEMAH | RZTREZ
JTHEGHRBEETRIENAFPER. AmazonXXEMGEFHFIERGAERITZSRBAE , HBE
Amazon Z & REZBRHFITEM IS4, XLEH DLC &N E SageMaker fRSS LEAMIRIT,

AAASRIRAUERNOXEPERE, EARIMNTFREEEFHAITEAMNIZEIS RN
2, REF A Dee Amazon p Learning Containers, &A1 BT R BERATA TS0 I ARENE 7 2
HHEBEZH R,

PyTorch 2.7 IE1E3# 17114k SageMaker 112


https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers

Amazon RE% T 5% T ARG
b ity
- BIAT PyTorch 2.7 IRV YIZR B2 , EX$F SageMaker, BXIRANIFAEE , FEFRINN
GitHub R 5%,
- BHSEAM PyTorch 2.7.1 EA KT,
« WINT Python 3.12 X
« WINT PyTorch 3 :
+ torchtnt 0.2.4
+ torchdata 0.11.0

* torchaudio 2.7.1
+ torchvision 0.22.1
-« T CUDA 12.8 X%
« WINT Ubuntu 22.04 X%
* GPU Docker BB EUTE :
« CUDA 12.8.0
« cudnn 9.7.1.26
« NCCL 2.26.2
- EFA R¥&E#F 1.40.0 ( 8= A T Amazon OFI NCCL )
- Z[E|5I1¥E23
« Flash J£ & 2.7.4.post1
 GDRCopy 2.5
« AINT fastai 2.8.2
« @AT CPU # Dockerfile ATAAEIXE#E] , GPU B Dockerfile ATLAEIX E#KF,

BXREFMERH , BESH aws/ Ff#deep-learning-containers GitHub FE,

ZERW

Amazon BN EFPSBEZENEFHREAMazon ZEEH.

Python 3.12 Support

PyTorch JIIZk & 82 #F Python 3.12,
PyTorch 2.7 IEFE# 17114k SageMaker 113



https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-sagemaker-2.7.1-tr-py312
https://github.com/PyTorch/PyTorch/releases/tag/v2.7.1
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.7/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.7/py3/cu128/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZI B8]

FRARER

CPU RHIRE T #

X LA BRI x86_64 SRPIKRE,

GPU RAIRE X #F

XLEREE T GPU RHIZKE | HEEUT X GPU WA -

« CUDA 128
e cudnn 9.7.1.26
« NCCL 2.26.2

Amazon #h X % #
XUERBAELATHXER

X i3

EERE (HZBEM )
EERE (FHEFRILMILED )
EEES (HENM )
EEEIP (MAERILILED )
AF South ( FFZ% )
WABKX (EFE )

WA#X (BEAE)
TWABK (EX )

WA X (ABR )

WABK (ER )

WA MK (R )

WAMK (BRA )

(8]

us-east-2
us-east-1
us-west-2
us-west-1
af-south-1
ap-east-1
ap-south-2
ap-south-1
ap-northeast-3
ap-northeast-2
ap-northeast-1

ap-southeast-4

PyTorch 2.7 IE1E3# 17114k SageMaker
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Amazon JREZ T RE;

FRARER

X i3

T A X (HEDNE )
TWABK (EE )
WA X (o0 )
WAMK (BREL )
WABK (EEH )
EFEF (HE)
MEX (HER)
EX (FRME)
BRI ( 7RERAH )
R (EZRAE)

=

MN(ER=)
KM (22 )

RKIM (23R )

RRE2 (AR EEST )
RRER (K= )

RN ( TR RE )
B3| (h4Ex )
PR (BM)

IR (FERE )
3k ( ERT )

(AR
ap-southeast-3
ap-southeast-2
ap-southeast-1
ap-southeast-5
ap-southeast-7
mx-central-1
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-south-2
eu-south-1
eu-north-1
il-central-1
me-south-1
me-central-1

sa-east-1

PyTorch 2.7 IE1E3# 17114k SageMaker
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Amazon SREZF A8 FEANGIER

X5 R

FE (JER) cn-north-1

HE (TE) cn-northwest-1
k=N Ry

« BT : c5.18xlarge
o MIKTE : p4d.24xlarge, p4de.24xlarge, p5.48xlarge. g4dn.dxlarge. g5.12xlarge. g5.12xlarge
« 7£ SageMaker MNIST F/Z 9 1ER T3 1T 7M1

Amazon & AT PyTorch 2.7 JIIZ# Deep Learning Containers EC2, ECS
M EK

Amazon ZA T %# EC2, ECS # EKS B Dee@@ p Learning Containers (DLCs) Bl E #t H
PyTorch 2.7 fRZ , #7E Ubuntu 22.04 £ CUDA 12.8, #RAISLE{E{ ECS # EKS BRE LE3h#T
WAy Deep Le EC2 arning Containers, &> Dee Amazon p Learning Containers X 5 H{EZR F iR A
WEEIIK , FSHET X

WIRABIERTE GPU LGN BRBR[ESR , SIXIEERNT BT 71 Amazon, X Docker BR £
283 EC2, ECS # EKS BRF# 1T TN , E TREMAH NVIDIA CUDA, Intel MKL FE fbsf
#, ABTREFITEAFERTRICNAF AR, AmazonWXLRGEFHWMIERGAFRHITES
AR, HIRIE Amazon K& RERKRHAITENH B4, XLFH DLC THTE ECS M EKS FRFLE
Ami&it. EC2

ATARSRIKRAUERMNNEPHRE,. FARMNARXREEFETHANERAMNIZEZ SRR
2 |, RIEFF AR Dee Amazon p Learning Containers, &t 7] BT B AT 1101812 AREU A 8
EHRBENRE,

BB

« 5| ATX# EC2 ECS #l EKS #9 PyTorch 2.7 JI&& 8. BXRUMANEFAEE , BEERIIW
GitHub X fi#r,

- HSEWALM PyTorch 2.7.1 EA KT,

« AINT Python 3.12 X%

PyTorch 2.7 ¥ ECS #l EKS £ EC2#t 1Ti)l%k 116


https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-ec2-2.7.1-tr-py312
https://github.com/PyTorch/PyTorch/releases/tag/v2.7.1

Amazon RE% T &% F & ARIEE
« WINT PyTorch ZFE :

+ torchtnt 0.2.4

+ torchdata 0.11.0

* torchaudio 2.7.1

* torchvision 0.22.1
- T CUDA 12.8 X%
« AINT Ubuntu 22.04
« GPU Docker B&IELTE :
« CUDA 12.8.0
« cudnn 9.7.1.26
« NCCL 2.26.2
- EFA RERF 1.40.0 ( 8= A T Amazon OFI NCCL )
- ZERREIE23
« Flash J£ & 2.7.4.post1
* GDRCopy 2.5
« JRINT fastai 2.8.2 X
- AT CPU K Dockerfile AIAEIXE#KE| , GPU # Dockerfile AT ATEIX B3 E,

BXREHFESH , 5SS aws/ FFfEdeep-learning-containers GitHub .,

ZERW

Amazon B EFYEZE AN EFHREAMazon ZEEH,

Python 3.12 Support
PyTorch JII4:& 88X # Python 3.12,
CPU RfIR B X 35
XLEERES T IF x86_64 EHIZER,
U KPIRBE X #F
LR GPU KHIRE |, BT XE GPU WRAAH -

PyTorch 2.7 £ ECS # EKS £ EC2#1Ti)l%k 117


https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.7/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.7/py3/cu128/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon SREZF I A8 FEANGIER

« CUDA 12.8

e cudnn 9.7.1.26
« NCCL 2.26.2

Amazon #h X %

XERBAEUTHXER :

X 13 (R

EZERIB ( BZEM ) us-east-2
EERE (FHEFRILMILED ) us-east-1
EEEI ((HEBXM) us-west-2
EEEE ( MAERILILE ) us-west-1

AF South ( FFEH ) af-south-1
TWAHX (FE) ap-east-1
WA#X (BEAEE) ap-south-2
AKX (&HX) ap-south-1
AR X (KPR ) ap-northeast-3
TA#X (ER) ap-northeast-2
TA#X (FRE) ap-northeast-1
WA#X (SRAE) ap-southeast-4
0 A X ( FEDDE ) ap-southeast-3
TA#X (EE ) ap-southeast-2
0 A X (03 ) ap-southeast-1

PyTorch 2.7 ¥ ECS #l EKS £ EC2#t 1Ti)l%k 118



Amazon RE% T A 78 AR IER
X5 (8T
AKX (BREL ) ap-southeast-5
TWAX (EEH ) ap-southeast-7
SPEE (PE) mx-central-1
NEX (HE) ca-central-1
MEXR (FRME) ca-west-1
RO ( 7RER ) eu-central-2
BN (EZXRE) eu-central-1
B ( ZBRZ) eu-west-1
B (122) eu-west-2
RO (B2 ) eu-west-3
BRER ( FRIELT ) eu-south-2
BREE (K=) eu-south-1
RO ( HT ESF/RE ) eu-north-1
&5 (HFhgEx ) il-central-1
FR (BH) me-south-1
7R ( FIBRE] ) me-central-1
B ( ZRF) sa-east-1
FE (JER) cn-north-1
FE(TE) cn-northwest-1
PyTorch 2.7 % ECS #l EKS £ EC2#/7 15 119




Amazon SREZF A8 FRARIER
F 22 F0 M 3

« BI7E : c5.18xlarge
o MHERTE
p4d.24xlarge, p4de.24xlarge. p5.48xlarge. g4dn.4xlarge., g5.24xlarge. g5.12xlarge. g5.12xlarge. g5

- £/ Resnet50, BERT LAK EHY ImageNet #i#E&. ECS AMI ( L B3 Linu EC2 x AMI
2.0.20250605 ) Fl EKS AMI ( -1.32.3-20250610 ) # 17 7 Misk amazon-eks-gpu-node

Amazon Deep Learning Conta PyTorch iner ARM64 s & i F 2.7 EC2

Amazon ZEA T Zi# EC2 Y Dee@@ p Learning Containers (DLCs) ME&E A F ARM64 & , 2
¥& Amazon Graviton 3EI2£ 8 | £ Ubuntu 22.04 £ # PyTorch 2.7 1 CUDA 12.8,

LRRAREATHE GPU LGN ARREHR , ZEERENEENY BHEIT 7ML Amazon EC2, Z&E &
=47 NVIDIA CUDA, cuDNN, NCCL MEMAHNIRERS. ARLEGINMERGEAHRER
EZERE , #RHE Amazon & HESREFITEFH B4

AAASEIRAUERNOXEPERE, EARIMNTFREEETFHAITEANIZEIS RN
2, REF A Dee Amazon p Learning Containers, &A1 BT R EATH TS0 IE AIRENE 5 2
EHEMIENREE,

BRI
5IAT PyTorch 2.7 IR &8 , BTI% EC2, BXRIMARNFMAES , TEFRMNM GitHub X

R,

WERBRNE g5G SEHIEAE — R H |, [F&M G raviton CPUs 1 NVIDIA T4G Tensor Core 1£#t%
%o GPUs

BESEZ AW PyTorch 2.7.0 B A X174 8,

- WEHBIFEUTEE :

« CUDA 12.8.0

* cudnn 9.8.0.87

« NCCL 2.27.5

- EFA RERF 1.42.0 ( = A Amazon T OFI NCCL )
- TE2REIZE 2.0

- NEZER 273

+ GDRCopy 2.5

PyTorch 2.7 ARM64 EEfERE T4 EC2 120


https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/ec2/graviton/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-arm64-ec2-2.7.0-tr-gpu-py312
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-arm64-ec2-2.7.0-tr-gpu-py312
https://www.amazonaws.cn/ec2/instance-types/g5g/
https://github.com/PyTorch/PyTorch/releases/tag/v2.7.0

Amazon SREZEI A8 FERARER

- BHEE , BTHRZEH X, EFA. Transformer Engine. Flash Attention 1 GDRCopy & k£33
iHo

« A BATEX B F Dockerfile,

BXREHFEFH , HSH aws/ FFf#Edeep-learning-containers GitHub .,
ZEEW

Amazon BWEFBEZL2 LN EFRHREAMazon ZEEH/,

Python 3.12 Support

PyTorch ARM64 i)I|4x & 88X #F Python 3.12,

GPU XHIRE X 5

XA 3 HF Graviton GPU LfIZEE g5G , AT ELUT X GPU WA H -

« CUDA 128
e cudnn 9.8.0.87+cuda12.8
« NCCL 2.27.5+cuda12.8

Amazon #h[X % ¥

XERBAEUTHXER

X5 (R

EZERI (HmEBEM) us-east-2
ZERI (FFRLEMILE) us-east-1
EZEFEIZB (HmEXM ) us-west-2
XERI ( MFERILILE ) us-west-1
AF South ( FFE ) af-south-1
TWA#X (&F#E) ap-east-1

PyTorch 2.7 ARM64 IEfE3# {Tilll4Rk EC2 121


https://github.com/aws/deep-learning-containers/blob/master/PyTorch/Training/docker/2.7/py3/Dockerfile.arm64.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

(X35

TAMX (BEHE )
TAHX (FX)
WAH#X (KPR )
WAHX (ER)
WA X (R )
WA (BRA)
oA H# X (HEDDE )
TAMX (EE )
WA X (FANE )
WA X (DREL )
TAHX (FRE )
ST ()
mEX (HE )
MEXR (FRME)
RO ( FRERM )

BN ( E=ZRE )

X

M (ERZ)
RO (23 )
KM ( B3R )

RRER ( FRTEST )

(AR
ap-south-2
ap-south-1
ap-northeast-3
ap-northeast-2
ap-northeast-1
ap-southeast-4
ap-southeast-3
ap-southeast-2
ap-southeast-1
ap-southeast-5
ap-southeast-7
mx-central-1
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3

eu-south-2

PyTorch 2.7 ARM64 IEE# 1Till4 EC2
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Amazon SREZF I A8 FEANGIER

X5 (R

BRER (K=) eu-south-1

BN ( BTEERE ) eu-north-1

&5l (4Fhd4Ex ) il-central-1

7R ( BHK) me-south-1

R (PUEREE ) me-central-1

B ( ZRF) sa-east-1

HE (dtR) cn-north-1

HE (TE) cn-northwest-1
¥ 2 A

« BT : c6g.12xlarge
« MiRXTE : c8g.4xlarge. t4g.2xlarge, r8g.2xlarge. m7g.4xlarge. g5g.16xlarge. g5g.16xlarge

& &\ &

« ARM64/aarch64 &% BB H B Triton Z1THR , Etk—LE torch.compile THERBSEMK , ERZ :

torch._dynamo.exc.BackendCompilerFailed: backend='inductor' raised:
RuntimeError: Cannot find a working triton installation. More information on
installing Triton can be found at https://github.com/openai/triton

« ZNGitHub [B& : fF device_id &% 45 torch.distributed.init_process_group () 53 NCCL £&1E
HARIBE AR

PyTorch 2.7 ARM64 IEfE3# {Tilll4Rk EC2 123


https://github.com/triton-lang/triton
https://github.com/pytorch/pytorch/issues/153960

Amazon SREZF A8 FRARIER

Amazon & F PyTorch 2.6 JIIZ# Deep Learning Containers EC2, ECS
M EK

Amazon EA T E##EMTE = (DLCs), I E#H#E @@ A&5kS (ECSEC2) L 5 #haE i
Kubernetes Service (EKS) B Deep Learning Containers () BIE#H 2.6 ixAs PyTorch , #1E Ubuntu
22.04 X% CUDA 12.6, #RAILATE{E{A ECS F EKS RS LSz #ThRANHY Deep Learn EC2 ing
Containers, B> Dee Amazon p Learning Containers X #HMWERMRAWZEIIEK , HFSR T X,

R TIERTE GPU LGN ARG S | SIXIHeERY Bt 1T 7 1L Amazon, XL Docker BR {5
2@ ECS fl EKS BREZ 1T TAIK |, FHIRMH T NVIDIA CUDA. Intel MKL 1 E ftt4H A #9582 ERR A |
NETREFI TEASEETRIENAF 4R, EC2 AmazonXiXEMEFNMERGAGHRITE
2IREEME , HBE Amazon REFKESNBHAITEN RIS, XLH DLC TR EET ECS M EKS iR
SEEAMmMRT, EC2HRBRIEEF IR AHE MR DLC SageMaker , {55 [ Lt 34,

AAASRIRAUNERNOXEPERE, EFARIMNTFREEETFHAITEANIZEI SRR
2, REF A Dee Amazon p Learning Containers, &A1 BT R ERATH TS0 IE AIREE 7 1
EHRMIENREE,

& 7548
* N1 PyTorch 2.6.0 SIAT AT UIAERR EC2 , BRI ECS M EKS, BRILBAHFMAEES.
HEE R GitHub £,

« M PyTorch 2.6 7% , EA1EM PyPI i Ek Conda DLCs ¥} & %FHE Python B,

« PyTorch 2.6 ELA T AE# 1T T 2T PT2 : torch.compile BLTE AT LA S Python 3.13 —f2 A ; #
H S EEME R BV BESH torch.compiler.set_stance ; Z 158, AOTInductor BRT PT2 &tz 4k , 5
—NEREX X86 CPUs By FP16 X,

« HSEIAR PyTorch 2.6.0 B A X173,
- BB fastai , BN EE R %% PyTorch 2.6 3RMRA |, HS R EE,
« AT Python 3.12 X
« AT CUDA 12.6 X #
« AIN7T Ubuntu 22.04
« GPU Docker B&IELUTE :
« CUDA 12.6.3
+ cudnn 9.7.0.66
* NCCL 2.23.4

PyTorch 2.6 £ ECS # EKS £ EC2#1Ti)l%k 124


https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/machine-learning/containers/
https://github.com/aws/deep-learning-containers/blob/master/available_images.md#general-framework-containers-ec2-ecs-eks--sm-support
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-ec2-2.6.0-tr-py312
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/fastai/fastai
https://github.com/fastai/fastai/issues/4068

Amazon REES S5 5% A& AR
- EFA 275 1.38.0 ( ## A T Amazon OFI NCCL )
- TESREIZE 2.0
- NEBFEZE 273
* GDRCopy 2.5
- EAT CPU K Dockerfile AIAEIXE#KE| , GPU # Dockerfile AT ATEIX B E,

BXREFESH , 5SS aws/ FFf#Edeep-learning-containers GitHub .,
T2
Amazon B EFEERE A TPHKEAMazon ZEEH,

Python 3.12 Support
PyTorch I & 88 % Python 3.12,
CPU XHIRE X #F
IXLERBT X x86_64 EHIEKE,
U SR B T i
XLERIB|/IFF GPU BHIRE | HEBEUUT XK GPU WA H

- CUDA 12.6.3
e cudnn 9.7.0.66+cuda12.6
« NCCL 2.23.4+cuda12.6

Amazon i#h[X %
XERBAEUTHXER :

X i3 R

EXEKRE (HEZEM ) us-east-2
KEFRE (BFRILMILER ) us-east-1
ZEFEIB (HEXM ) us-west-2

PyTorch 2.6 £ ECS # EKS £ EC2#1Ti)l%k 125


https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.6/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.6/py3/cu126/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

X5 (R

EEFEIP ( MFERILILE ) us-west-1

AF South ( FFE3 ) af-south-1
TWARHX (F#E) ap-east-1
TA#X (BEHALE ) ap-south-2
TA#X (&R ) ap-south-1
WAHKX ( KPR ) ap-northeast-3
TA#X (BER) ap-northeast-2
TA#X (FRE) ap-northeast-1
LWAH#KX ( R|RA) ap-southeast-4
oA HE X ( FEDDE ) ap-southeast-3
WA#X (FEE ) ap-southeast-2
YU A X (703 ) ap-southeast-1
WA#X (BREL ) ap-southeast-5
EXR ( RE) ca-central-1
MEX (FRIME ) ca-west-1

RO ( 7RER ) eu-central-2
BN (EZXRE) eu-central-1
B ( BR=) eu-west-1

BN (123) eu-west-2

BM (B2 eu-west-3

PyTorch 2.6 £ ECS #l EKS £ EC2#t 1Ti)l%k 126



Amazon SREZF A8 FRARIER

X5 (R
RREE ( FRBEST ) eu-south-2
BREE (K=) eu-south-1
BN ( ETEERE ) eu-north-1
s (Bh4x ) il-central-1
FR (BH) me-south-1
2R ( PBkES ) me-central-1
B ( ZRF) sa-east-1
FE (dER) cn-north-1
FE (TE) cn-northwest-1
¥ 2 A0 154

« BT : ¢5.18xlarge

- B :
g3.16xlarge, p3.16xlarge, p3dn.24xlarge, p4d.24xlarge, p4d.24xlarge, p4de.24xlarge, g4dn.xlarge. |

- 2/ Resnet50, BERT L& L ImageNet 3B, ECS AMI ( TLD3# Linu EC2 x AMI
2.0.20250201 ) # EKS AMI ( -1.32.1-20250212 ) # 17 7 M i amazon-eks-gpu-node

& AR &

- FEAMNEF TransformerEngine ATEELIBE [W init.cpp: 767] B4 : torch Bl AT B X nvfuser ,
£/ _jit_set_nvfuser_enabled ERFR , HEHRTH22EEFA , RHZIHEE (HBEER
()) o NVFuser PyTorch X\ TEZER , BEFIF,

PyTorch 2.6 £ ECS # EKS £ EC2#1Ti)l%k 127


https://github.com/NVIDIA/TransformerEngine
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/NVIDIA/TransformerEngine/issues/666

Amazon SREZF A8 FEANGIER

Amazon & F PyTorch 2.6 JIZHRE S B 88 SageMaker

Amazon EA T Si# ( SMDLCs ) ¥ Dee@@ p Learning Containers SageMaker () Bl 27 Ubuntu
PyTorch 22.04 £ , X CUDA 12.6, #RAIEATEE{T SM BRS5 L5 3) Deep Learning Containers K9
¥R, B>x Dee Amazon p Learning Containers XFHERFIRANTEIIEX , TS T X,

LA IIEATE GPU LI ASRERS | (AR Bt 1T 71t Amazon, X% Docker & &
& SM R 31T T R |, R4 TIREMAH NVIDIA CUDA, Intel MKL MEMEH | RETRE
Z2ITEHNBERTRICWAFRAR. AmazonFtXLMEPWFIERGEGHITRLRBEE , HR
& Amazon ZEREERFITEHRIE4, XLEFH DLC TR SageMaker RS EFERAMIRIT

AAASRIRAUNERNOXEPERE, FARIMNTFREEEFHAITEANIZEIS RN
2, REF R Dee Amazon p Learning Containers, &A1 BT R R TS0 IEIREE A 2
EHRMIENRE,

Rt
* 73 PyTorch 2.6.05| A T X SageMaker BRSHVUIZR AR, ARUBREANEAER , BEBFRINW
GitHub R 5%,

« M PyTorch 2.6 7F#& , &AM PyPI Bk Conda DLCs HZ%Fi& Python B4,

« PyTorch 2.6 FELA R AEBHIT T ZWH PT2 : torch.compile IEATLLE Python 3.13 —#2 /A ; #
H S EEME R BV EESH torch.compiler.set_stance ; Z T3, AOTInductor BRT PT2 Btz 4k , 5
—NEREX X86 CPUs By FP16 X#F.

- BESRIAE PyTorch 2.6.0 B A 41T B,
- EBR fastai , RN EMAKEKM PyTorch 2.6 HAMRE , S H LRI,
« AT Python 3.12 X
- JINT CUDA 12.6 X%
« AINT Ubuntu 22.04
« GPU Docker BB TEE :
« CUDA 12.6.3
« cudnn 9.7.0.66
* NCCL 2.23.4
- EFA Z&7%F 1.38.0 ( #8 A T Amazon OFI NCCL )
- TESREIZE 2.0
- WEEE 273

PyTorch 2.6 IE1E3# 17351l SageMaker 128


https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-sagemaker-2.6.0-tr-py312
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/fastai/fastai
https://github.com/fastai/fastai/issues/4068

Amazon JREZI B8

FRARER

* GDRCopy 2.5

« AT CPU B Dockerfile ATLATEIX B F| , GPU BY Dockerfile A] BATEiX

XBHE,

BXREHFEFH , HSH aws/ FFf#Edeep-learning-containers GitHub .,

TEEI
Amazon BWEFYEZS AN EFHREAMazon ZEEH,

Python 3.12 Support
PyTorch JIZxF £ A 85 X #F Python 3.12,
CPU XHIRE X #F
X LR B 1 x86_64 KHIKE,
U LR B S 5
XERIBFXR GPU E2HIKE | HEEUTXE GPU WEAAH

- CUDA 12.6.3
* cudnn 9.7.0.66+cuda12.6
e NCCL 2.23.4+cuda12.6

Amazon i#h[X % #
XLERBAELATHXER :

X5 R

ZERIP (HmZEBEM) us-east-2
EERS (FFRILMILE ) us-east-1
EZEFEIB (HmEXM ) us-west-2
EERZ ( mAERLILE ) us-west-1
AF South ( FF&% ) af-south-1

PyTorch 2.6 IEFE# 17451l SageMaker
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https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.6/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/training/docker/2.6/py3/cu126/Dockerfile.gpu
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

X5 (R

TABX (F#) ap-east-1
WA#X (BEAE) ap-south-2
TA#X (&HX) ap-south-1
TARMX (KR ) ap-northeast-3
TA#X (ER) ap-northeast-2
TA#X (FRE) ap-northeast-1
WA#X (SRE) ap-southeast-4
0 A X ( FEDDE ) ap-southeast-3
LA#X (ERE ) ap-southeast-2
0 A X (703 ) ap-southeast-1
TWA#X (BRAEL ) ap-southeast-5
EKX ( RE) ca-central-1
MEX (FRIME ) ca-west-1

RO ( 7RERA ) eu-central-2
BN (EZXRE) eu-central-1
B (ZBRZ) eu-west-1

RO (123) eu-west-2

R ( BE) eu-west-3
BRER ( BIBEST ) eu-south-2
PREE (KX ) eu-south-1

PyTorch 2.6 IE1E3# 17351l SageMaker 130



Amazon SREZF A8 FRARIER

X5 (R

B ( BTERRE ) eu-north-1

&5 (HFhgEx ) il-central-1

7R ( BAK) me-south-1

7R ( PUEREE ) me-central-1

B ( ZRF) sa-east-1

FE (dER) cn-north-1

HE (TE) cn-northwest-1
¥ 32 F05 358

« B3I : c5.18xlarge

. BIE:
g3.16xlarge, p3.16xlarge. p3dn.24xlarge, p4d.24xlarge. p4d.24xlarge. p4de.24xlarge, g4dn.xlarge,

« £ SageMaker MNIST FF B 1ER F# 1T 7 Mo

2 &l &) &

- FEAMNEF TransformerEngine ATEELIBE [W init.cpp: 767] B4 : torch BIAT B X nvfuser ,
£/ _jit_set_nvfuser enabled EFA , HEHTE 22 82FA , AKHEILERE (HBEERN
()) o NVFuser PyTorch X\ TEZER , BEFIFI,

Amazon i& T PyTorch 2.6 #I2# Deep Learning Container EC2's, ECS
M EKS

Amazon EA T G #EMtE = (DLCs), I E#H#E @@ A&5kS (ECSEC2) L 5 #haE i+
Kubernetes Service (EKS) B Deep Learning Containers () LE#H 2.6 fx 4 PyTorch , ## Ubuntu
22.04 %% CUDA 12.4, {RAIEAE(EfA ECS # EKS BRS5 LS 30 #ThRZA<H) Deep Learn EC2 ing
Containers, B> Dee Amazon p Learning Containers X HMWERMRAWZEI|EK , HFSR T X,

PyTorch 2.6 £ ECS 1 EKS 31T EC2#E#T 131


https://github.com/NVIDIA/TransformerEngine
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/pytorch/pytorch/commit/e6b5e0ecc609c15bfee5b383fe5c55fbdfda68ff
https://github.com/NVIDIA/TransformerEngine/issues/666
https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/machine-learning/containers/

Amazon SREZF A8 FRARIER

LR IIEATE CPU Ml GPU L THIERN ARG , HEXEENYT B#H 1T T Amazonft(t, X
L6 Docker R EEIE ECS #M EKS BRS# 1T 7 , H3E4E T NVIDIA CUDA. cuDNN, Intel MKL
MEMAHFNRERE , NETREZIITEARRBRETRICHAF AR, EC2 Amazoniiix LR &
FHFRERGEAERITRESREAE , HEE Amazon T2 BESBHITEF RS, XLEH DLC &
REE ECS M EKS lRE LFEAMIRIT. EC2MRMEIEHEIH I EFEHAK DLC SageMaker , &
S th 3o

AABRSEINRAUERINONXEDIKRE, BXRNEN , B1EZH aws/ Ffifdeep-learning-containers
GitHub FE. RARMNAXEREHHUAIVERAMNIFEERSRRINEE | REFBER Dee
Amazon p Learning Containers, & 8] AT F B AT T 101832 UREUR 5 A & H RSB A&,

& 01,8
« 79 PyTorch 2.6.0 BIAT AFH#IEX# EC2, ECS M EKS AR, BEXIURAWFMES , BHEE
RATW GitHub X R,

« M PyTorch 2.6 7 , &AM PyPI Bk Conda DLCs HZ%Fi& Python 343,

« PyTorch 2.6 FELA R AEBHIT T ZW B PT2 : torch.compile MIEATLLE Python 3.13 —#2 M ; #
B 5 8EH XA BE4 torch.compiler.set_stance ; 21858, AOTInductor BRT PT2 224k , &
—NEREX X86 CPUs By FP16 X#F.

- HESE WA PyTorch 2.6.0 B A &7 B,
« AT CPU B Dockerfile ATLATEIX B, E| , GPU BY Dockerfile A] ATEX B 5,

ZEEW

Amazon BWEFEEBEZ SN EFHWXEAMazon ZEEH,

Python 3.12 Support

PyTorch #IE A28 #F Python 3.12,

CPU XHIRE X #F

X LR BS T IF x86_64 CPU I H,

GPU 3:fI2R B X7 5

XLERIB|/XRF GPU BHIRE | HEBEUUT XK GPU WHEHAH

+ CUDA 12.4.1

PyTorch 2.6 £ ECS 1 EKS 31T EC2#E#T 132


https://github.com/aws/deep-learning-containers/blob/master/available_images.md#general-framework-containers-ec2-ecs-eks--sm-support
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://github.com/aws/deep-learning-containers/tags
https://github.com/aws/deep-learning-containers/tags
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-ec2-2.6.0-inf-py312
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/aws/deep-learning-containers/blob/master/pytorch/inference/docker/2.6/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/inference/docker/2.6/py3/cu124/Dockerfile.gpu
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

e cudnn 9.1.0.70+cuda12.4
e NCCL 2.23.4+cuda12.4

Amazon #h X %

XERBAEUTHXER :

X 13 (R

ZERIB ( BZEM ) us-east-2
EERE (FHEFRILMILED ) us-east-1
EEEI ((HEBXM) us-west-2
EEEE ( MAERILILE ) us-west-1

AF South ( FFE= ) af-south-1
TWAHX (FE) ap-east-1
WA#X (BEAEE) ap-south-2
AKX (&HX) ap-south-1
AR X (KPR ) ap-northeast-3
TA#X (ER) ap-northeast-2
TA#X (FRE) ap-northeast-1
WA#X (SRAE) ap-southeast-4
0 A X ( FEDDE ) ap-southeast-3
TA#X (EE ) ap-southeast-2
0 A X (03 ) ap-southeast-1
TWA#X (BRAEL ) ap-southeast-5

PyTorch 2.6 £ ECS 1 EKS 31T EC2#E#T 133



Amazon JREZ T RE;

FRARER

X5

MEKX (P )
MEXR (FRME)
M ( FRRR )

R (EZRE )

X

M (ERZ)
KRN (123 )
KM ( B3R )
RRER ( FHHEST )
RRER (K=)

RN ( ETEERE )
BLedl (fhdex )
R (BH)
7R ( FBRE )
3k ( ERF )
PE (4L3R)
HE(TE)

¥ 2 A st

« BIE : c5.18xlarge
o MHET :

c5.18xlarge. g3.16xlarge, mb&.16xlarge, t3.2xlarge. p3.16xlarge. p3dn.24xlarge. p4d.24xlarge. g4dn.

(AR
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-south-2
eu-south-1
eu-north-1
il-central-1
me-south-1
me-central-1
sa-east-1
cn-north-1

cn-northwest-1

PyTorch 2.6 £ ECS #l EKS L#1T EC2H#t T

134



Amazon SREZF A8 FRARIER

« 7£ MNIST # Resn et50/ ImageNet #i#EE., EC2 ECS AMI ( I Zi# Linux AMI 2.0.20250201 ) F
EKS AMI ( -1.32.1-20250212 ) £3# 17 7 Mix amazon-eks-gpu-node

Amazon Deep Learning Contain PyTorch ers & H T 2.6 #I SageMaker

Amazon & T Bi# SageMaker 9 Dee@@ p Learning Containers (DLC) 27 Ubuntu PyTorch
22.04 L#H |, ¥ 2.6, X#F CUDA 12.4, #RAILATE SageMaker fRSS LB s #TARAH Deep
Learning Containers, &3 Dee Amazon p Learning Containers XFHERMIRANZRIIK , TS
¥ FEMAITHEA,

LR IIEATE CPU Ml GPU L#H{THIENASRRE , (XM B#H1T T Amazonfift, X
Docker & 2413 SageMaker BRS M , REIRERZAH NVIDIA CUDA, cuDNN FEMAH |, 7
EITREFI TEASERMCICHAPER, AmazonX X EBEFNAERGEAGERITREREA

# , HEE Amazon ZEREEHITEH B4, XLEH DLC TR SageMaker HERS LFEA
Mmi%its.

AARSRINRANEBRINHIXXED KT, BXENEFH , 1ESH aws/ 77 deep-learning-containers
GitHub FE, EARMNAXREEEHHANERAMNIZEZSREINNHE | REFHBEA Dee
Amazon p Learning Containers, & 8] AT F B AT 1T 101232 BUREUR 15 A & H R SR [ &,

b, &Rl L)

« 7 PyTorch 2.6.0 5IA T A THEXZIFRFZWAS., SageMaker BXUIRANIFMAER , BEER
189 GitHub & 5k,

« M PyTorch 2.6 FF#8 , A1 M PyPl FfllEk Conda DLCs ¥} & & PiE Python ##4a.

« PyTorch 2.6 LA R AT T ZWM ki PT2 : torch.compile B AT LA S Python 3.13 —#2{E A ; #
H S MEREAE <A BESH torch.compiler.set_stance ; Z 158, AOTInductor BRT PT2 Btz , 5
—NEREX X86 CPUs Y FP16 X #F,

- BFSE WA PyTorch 2.6.0 E A X 1T,
« AT CPU Y Dockerfile AT AEIX B # F , GPU BY Dockerfile AJ ATEIX B F,

ZERW

« Amazon B EFEFYIELZ LN SR xEAmazon ZE=EH,

PyTorch 2.6 # 7 /5 SageMaker 135


http://yann.lecun.com/exdb/mnist/
https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://github.com/aws/deep-learning-containers/tags
https://github.com/aws/deep-learning-containers/tags
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-sagemaker-2.6.0-inf-py312
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/aws/deep-learning-containers/blob/master/pytorch/inference/docker/2.6/py3/Dockerfile.cpu
https://github.com/aws/deep-learning-containers/blob/master/pytorch/inference/docker/2.6/py3/cu124/Dockerfile.gpu
https://www.amazonaws.cn/security/security-bulletins/

Amazon SREZF I A8 FEANGIER

Python 3.12 Support

PyTorch #33E & 88 X ¥ Python 3.12,

CPU kIR B X ¥

IXLERBE X FF x86_64 CPU LKA,

GPU 2R B X7 5

XERIBFXR GPU EHIRE | HEEUTXE GPU WEAAH

« CUDA 1241
* cudnn 9.1.0.70+cuda12.4
e NCCL 2.23.4+cuda12.4

Amazon #h X % #
XLEARBUELATHXMER

X1 (R

ZERE (BZEM ) us-east-2
EERE (FFRILMILE ) us-east-1
SETEE (REBXM ) us-west-2
EEEE ( MAERILILE ) us-west-1

AF South ( FFE® ) af-south-1
TABX (F#) ap-east-1
TA#X (BEAD ) ap-south-2
TA#X (&HX) ap-south-1
AR X (KPR ) ap-northeast-3
TA#X (ER) ap-northeast-2
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Amazon JREZ T RE;

FRARER

X 5}

TA#X (R )
TA#K (BRE )
WAMK (HME )
TA#X (ER )
WAMX (#I0 )
TA#K (DRAETD )
MEX (HE)
MEX (FRME )
WM (TR )
MM (SRR )

=

MN(ER=)
KM (22 )

RKIM (23R )

RRE2 (AR EEST )
RRER (K= )

RN ( TR RE )
B3| (h4Ex )
PR (BM)

IR (FERE )
3k ( ERT )

(AR
ap-northeast-1
ap-southeast-4
ap-southeast-3
ap-southeast-2
ap-southeast-1
ap-southeast-5
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-south-2
eu-south-1
eu-north-1
il-central-1
me-south-1
me-central-1

sa-east-1
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Amazon SREZF A8 FEANGIER

X5 R

FE (JER) cn-north-1

HE (TE) cn-northwest-1
k=N Ry

« BT : c5.18xlarge
« MWHETF :

c5.18xlarge. g3.16xlarge. mb5.16xlarge. t3.2xlarge, p3.16xlarge, p3dn.24xlarge. p4d.24xlarge, g4dn.
« £ SageMakerMNIST F /M 1ER T3 1T 7 M,

Amazon Deep Learning C PyTorch on ARM64 tainers i& i T 2.6 HIE
EC2, ECS #l EKS

Amazon EA T I #3# 4 Kubernetes Service (EKS), I D## M4 iITE R () LS #H#EMEQ@
A 23RS EC2 (ECS) HRE ) K85 (DLC) B ARM64 SEA T F A , @F Graviton SEfIEH
Amazon , ¥ 2.6, PyTorch

LEARABIEATHE CPU Ml GPU L THEN ARG , HEt X e My B#1T T Amazonit

{t. CPUBEREBI S/ EC2. ECS M EKS BRSF#1T T MK , M GPU MR XIFEC2 (SR T
& ) o GPU BREIR{ NVIDIA CUDA. cuDNN, NCCL MEMAMHNIRERS ., XLEREFNTE
REAH#TRESREAE |, HIRIE Amazon T2 HEXKH#TEMIEH

EC2 ECS EKS
CPU & & X 35 > #F
GPU & & X T T

AAASRIRAUERNOXEFERE, EARIMNTFREEEFHAIEAMNIZEI SRR
2, REF A Dee Amazon p Learning Containers, & A1 BT R BEATH TS0 I AREA A 2
HHEBEZHRE,
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http://yann.lecun.com/exdb/mnist/
https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/ec2/graviton/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers

Amazon JREZI B8

FRARER

BT

« ¥ PyTorch 2.6.0 5| AT B T#EXFMN AR EC2, ECS MK LA EKS, ARM64 BRI

MEAEE , FEFRNN GitHub R HHRE,

« TorchServe iR : 0.12.0

i%o GPUs
BEXREREHMNTEER , HSHEULAR PyTorch 2.6.0 E A K171,

PR St

©11 DLCs #%:7E Graviton CPU_ L ABERTHIRo BERTa 16 & 0T AR IEFZ BIEERIEMH
X EGraviton3 A X LERAE SR E ERAMEZNCPUES. Amazon R THREZESR |

Graviton PyTorch Fi FF 1§/,

ZEEIW

Amazon BWEFEBEZ 2N EFHNXEAMazon ZEEH,

Python 3.12 Support

PyTorch ARM64 #I2 & 25X #F Python 3.12,

CPU XHIRE X #F

CPU B X # LB W ARS P X #5/Y Graviton CPU SEHIKE,
GPU XHIRE X 5

GPU & 88%3#F Graviton GPU EHI3E R g5G , HBEUT X GPU WEHAH -

« CUDA 12.4.1
e cudnn 9.1.0.70+cuda12.4
« NCCL 2.21.5+cuda12.4

M PyTorch 2.6 738 , EATFFM PyPI gk Conda DLCs ¥ R ¥ FrHE Python B#E.

GPU BR& RN 5 g5G SEfIE A —2FH |, J5&H G raviton CPUs # NVIDIA T4G Tensor Core 121

fEMERE

ESH
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https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-arm64-ec2-2.6.0-inf-py312
https://www.amazonaws.cn/ec2/instance-types/g5g/
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/aws/aws-graviton-getting-started/blob/main/machinelearning/pytorch.md
https://www.amazonaws.cn/security/security-bulletins/
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BT

* 1£ Graviton K5l £E5| A7 PyTorch 2.4 iR AR B 25 LA X FF#EIE EC2, ECS M EKS, BXxILhRAH
HMEER , BEBEBRAIM GitHub X/ #rZ : AT CPU M GPU,

« TorchServe MR : 0.11.1
« 11/01/24 : B3 TorchServe £ 0.12.0 ( X% #Z : AT CPU H GPU )

- GPU & B RH £ LUKE — X #F Graviton (ARM64) + GPU FAK DLC. ERIZS g5G KAHIZEH
—iEfEA , EEHMH G raviton CPUs 1 NVIDIA T4G Tensor Core 24t #. GPUs

- BXRELES , HESHELLLK PyTorch 2.4 EX KITiHHA,

2= b

©1{1 DLCs #%:7£Graviton CPU_LNBERTHRo BERTa 6 0 #T AR IE R EEE R R M HEMEE
XEGraviton3H A X BB ERIHRERETRFZNCPUEESE., Amazon B THREZEER | FSH
Graviton PyTorch FA P 18§/,

ZERI

Amazon BWEFPSBEZENEFHREAMazon ZEEH.

Python 3.11 Support

PyTorch Graviton #E & 8§ Python 3.11,

CPU LHIRBE X #

X LRI LR B RS P X 7Y Graviton CPU 324382,

GPU EPIRE X #

X LR T Graviton GPU EHI2KH g5G , HEBEU T X#E GPU W A4 -

« CUDA124.0
* cudnn 9.1.0.70+cuda12.4
« NCCL 2.20.5+cuda12.4

Amazon i [X %

XERBAEUTHXER :
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https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-graviton-ec2-2.4.0-inf-cpu-py311
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-graviton-ec2-2.4.0-inf-gpu-py311
https://github.com/aws/deep-learning-containers/releases/tag/v1.5-pt-graviton-ec2-2.4.0-inf-cpu-py311
https://github.com/aws/deep-learning-containers/releases/tag/v1.4-pt-graviton-ec2-2.4.0-inf-gpu-py311
https://www.amazonaws.cn/ec2/instance-types/g5g/
https://www.amazonaws.cn/ec2/instance-types/g5g/
https://github.com/pytorch/pytorch/releases/tag/v2.4.0
https://github.com/aws/aws-graviton-getting-started/blob/main/machinelearning/pytorch.md
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

Region K55

XERIP (HE3EBM ) us-east-2
ZERI (FFRILEMILE) us-east-1
EZEFEIB (HmEXM ) us-west-2
XEFES (LmFERIL ) us-west-1

AF South ( FFEZ ) af-south-1
TA#BX (&FE) ap-east-1
TA#X (BEAE) ap-south-2
TA#X (&R ) ap-south-1
LWAH#X (KR ) ap-northeast-3
Asia Pacific (Seoul) ap-northeast-2
WA#X (FRR) ap-northeast-1
WA#KX ( R/RA) ap-southeast-4
o ARH X ( HEDDE ) ap-southeast-3
TAR#X (F&E ) ap-southeast-2
TARHX (Fin ) ap-southeast-1
TA#X (BRAL ) ap-southeast-5
IEXR ( HRE) ca-central-1
IEXR (FRME) ca-west-1

RO ( 7RER ) eu-central-2
BN (EZXRE) eu-central-1
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Amazon SREZF I A8 FEANGIER

Region K55
B ( BIRXE) eu-west-1
B (13) eu-west-2
RM (B2 ) eu-west-3
PREE ( FRELST ) eu-south-2
RREE (K=) eu-south-1
RN ( EREEFREE ) eu-north-1
B3| (Sh4x ) il-central-1
7R (BH) me-south-1
7R ( PaBRE ) me-central-1
B3I ( ZRF ) sa-east-1
FE (JER) cn-north-1
FE(TE) cn-northwest-1
¥ 22 A5 154

« BITE : c6g.2xlarge
o Z3MR : c8g.4xlarge. td4g.2xlarge. r8g.2xlarge. m7g.4xlarge. g5g.4xlarge. g5g.4xlarge

& A [F) &

« ARM64/aarch64 & B B H Y Triton Z1THR , Btk —LE torch.compile THERBSEXMK , RER :

torch._dynamo.exc.BackendCompilerFailed: backend='inductor' raised:
RuntimeError: Cannot find a working triton installation. More information on
installing Triton can be found at https://github.com/openai/triton

PyTorch 2.6 ARM64 £ EC2, ECS # EKS L3 {THEHT
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https://github.com/triton-lang/triton

Amazon SREZF A8 FEANGIER

BXREFESH , HSH aws/ FFf#Edeep-learning-containers GitHub .,

Amazon Deep Learning Con ARM64 tain PyTorch ers AT 2.6 #IE
SageMaker
Amazon &R T 5% SageMaker By D@@ eep Learning Containers (DLCs) M 23i& A F ARM64

T A, BIEEXE 2.6 B9 Amazon Graviton EIZEE, PyTorch fRE]LATE £ BB FTARAEY DLC,
SageMaker

LA BE—NATFE CPU LHITHENRRERS , (XN Bi#H 1T T Amazonfift, X4
Docker 2 E LHE#H 1T T MK, SageMakerBE N E LE{TREF S THEARIREM TR AFEK
SageMaker, HHEHEGINIERHFAGREEERLIRE , HIBHE Amazon T2 HEXKRHTE
FRAS4b,

ATARBIRATUERINN LT KE], ESH SageMaker Graviton & # DLC FF X &EIER , R

B3 TEAFITEHEE Graviton 261, S LUTREMNM TS IEEIREA R A S H XA EH

i

R 40 i B

« 5| A7 PyTorch 2.6.0 (V&8s , A T356| LAV #IE X #F SageMaker RS, ARM64 B X LAY iF
MER , BEFBRINN GitHub £ HHrE,

- M PyTorch 2.6 7% , EA1EM PyPI il Ek Conda DLCs ¥ R ¥FHE Python B#HE.

 TorchServe k7 : 0.12.0

- BXREREHMNTEEE , HSHE AR PyTorch 2.6.0 B H X171,

PR T

©1{1 DLCs #4:1EGraviton L IBERTHIRo BERTa 84 0 i AR EE R BEE B M REMEE |, £
Graviton3s N X LR A ERIRR ERLEIRRZWCPUFE A, Amazon R THEZEER |, ESH Graviton
PyTorch F {58,

ZEEW

Amazon BWEFEBEZ 2N EFHNXEAMazon ZEEH,

Python 3.12 Support

PyTorch ARM64 #IE A 25X #F Python 3.12,
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https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/ec2/graviton/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://www.amazonaws.cn/blogs/machine-learning/run-machine-learning-inference-workloads-on-aws-graviton-based-instances-with-amazon-sagemaker/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-pt-arm64-sagemaker-2.6.0-inf-cpu-py312
https://github.com/pytorch/pytorch/releases/tag/v2.6.0
https://github.com/aws/aws-graviton-getting-started/blob/main/machinelearning/pytorch.md
https://github.com/aws/aws-graviton-getting-started/blob/main/machinelearning/pytorch.md
https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

CPU RpIRB X
XLERBRTIFTXIFM Graviton CPU EHI2EH, SageMaker
Amazon i [X X%

XERBAEUTHXER :

X5 (R

EERIB ( BXEM ) us-east-2
EERS (FFRILMILE ) us-east-1
EZEFEIB (HmEXM ) us-west-2
EERZ ( MAERLILE ) us-west-1

AF South ( FFEZ ) af-south-1
TA#X (FE) ap-east-1
TA#X (BEHALE ) ap-south-2
TA#X (&R ) ap-south-1
A X (KPR ) ap-northeast-3
WA#X (BR) ap-northeast-2
WA#X (FRR) ap-northeast-1
AKX (SRE) ap-southeast-4
oA H X ( FEDDE ) ap-southeast-3
TAR#X (F&E ) ap-southeast-2
MU A X (703 ) ap-southeast-1
WAHKX ( BRAEL ) ap-southeast-5

PyTorch 2.6 ARM64 HEWiFF /& SageMaker
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Amazon JREZ T RE;

FRARER

X5

MEKX (P )
MEXR (FRME)
M ( FRRR )
M (H254E )

X

M (ERZ)
KRN (123 )
KM ( B3R )
RRER ( FHHEST )
RRER (K=)

RN ( ETEERE )
BLedl (fhdex )
R (BH)
7R ( FBRE )
3k ( ERF )
PE (4L3R)
HE(TE)

¥ 2 A st

« BITE : c6g.2xlarge

(AR
ca-central-1
ca-west-1
eu-central-2
eu-central-1
eu-west-1
eu-west-2
eu-west-3
eu-south-2
eu-south-1
eu-north-1
il-central-1
me-south-1
me-central-1
sa-east-1
cn-north-1

cn-northwest-1

« £33 : c8g.4xlarge. td4g.2xlarge, r8g.2xlarge. m7g.4xlarge, g5g.4xlarge. g5g.4xlarge
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Amazon SREZF A8 FRARIER

2 &l [a) &

-

BRERHEH , ES W aws/ FfEdeep-learning-containers GitHub FE,

TensorFlow REF I A8

LA™ & Dee TensorFlow p Learning Containers f9& 1T B8 :

MR Type R% 2 KATUHEA

2.19 YLK SageMaker X86 Amazon i&
T TensorFlo
w219 1y
Deep Learning

Container

s ( SageMaker
AT E&E

%) 2025 F 7
H9H

2.19 HexE SageMaker X86 Amazon i&F
F TensorFlo
w219 1y
Deep Learning

Container

s ( SageMaker
AT EREH
Wr) : 2025 F 7
H2H

2.19 HezE SageMaker Arm64 Amazon i&
T TensorFlo
w2.18 By
Deep Learning

Container
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https://github.com/aws/deep-learning-containers/tags
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-training-sagemaker.html
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-inference-sagemaker.html
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-arm64-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-arm64-inference-sagemaker.html
https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-tensorflow-2-19-arm64-inference-sagemaker.html
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Amazon SREZF A8 FRARIER

5N Type RS 2 KATUHBEA

s ARM64

( SageMaker A
TEREHM) -2
0253 A3H

Amazon & F TensorFlow 2.19 JIIZk# Deep Learning Containers
SageMaker

Amazon & T B# SageMaker ¥y Dee@@ p Learning Containers (DLC) 31 27 Ubuntu
TensorFlow 22.04 £ , &% 2.19 , X#F CUDA 12.5, #RAJLATE SageMaker RS L /8 3h ¥ R ASHY
Deep Learning Containers, 5% Dee Amazon p Learning Containers X 15 HIHE R F AR A9 T2 51
*, BZHTHEHNRTHA,

LA BE A T7E CPU M GPU LI BRESR , (X EENY Bt 1T 71 Amazon, XL
Docker SR B2 33 SageMaker BRSMIR | IR HEFREMAH NVIDIA CUDA, cuDNN FEMAH |, K
EITRESI TEMSERLICHAF AR, AmazoniiXEMERWAARGAGHTELREFHE
# , HBE Amazon ZELREZRHITEH ISR XLF DLC T HE SageMaker |1k RS £ A
migits

AABRSEINRAUERINOXEDIRE, BXRNEN , B1EZH aws/ Ffifdeep-learning-containers
GitHub FE. RARMNAXEREHHUAIVERAMNIFEERSRRINEE | PRERFHEER Dee
Amazon p Learning Containers, & 8] AT F B AT 1T 101832 BUREUR 5 A & H RSB A&,

B AT

- TensorFlow 54 2.19 5| A T A 8§ SageMaker
« B TensorFlow 2.19 |45 DLCsHE %15 , 5 # v 1.0-tf-sagemaker-2.19.0-tr-py312,
- BT Nvidia EZHFEFF3RE , It DLC SageMaker o3& P2 £HIR Y| Liz1T,

BRBHEH , H5SH aws/ Ff#Edeep-learning-containers GitHub o

Package # F

« Sagemaker Tensorflow & K7 TF2 .16 DLCs & IA LA 43 | Ftb RFELtk DLC —i2 iR,
H it , XL Sag DLCs emaker fFF X FEEER,
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https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://github.com/aws/deep-learning-containers/tags
https://github.com/aws/deep-learning-containers/tags
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.0-tf-sagemaker-2.19.0-tr-py312
https://github.com/aws/deep-learning-containers/tags
https://pypi.org/project/sagemaker-tensorflow/#history

Amazon RE$ T 55 F&ARIEE

« TF 2.14 DLCs &L ERRAH Horovod @R EF LR . BFNFEEB BT forderedlistlistBEIEFER =
$horovodE , HFIHLEEMIIH DLCs 7w N YIGRMEL £,

- SageMaker TF 2.14 DLCs RESRATBEQ@ HIEH1T. I ERNHIFRE PyTorch B+
MR,

- £ CUDA WRAH |, £ .18 TF2 Z /5 E M Tensorrt XFAHRERBETRR , S H TF 2.18 kX
x,

ZEEIW

« Amazon B EFEFBEZ LN SR X EBAmazon ZE=EH,

Python X%

ERENREF I ERN AR P Python 3.12,

CPU LHIRE X #F

AR XFF CPU KHIKE, TensorFlow 27X #F OneDNN FERYER EFEM,
GPU 3:f28 B X7 5

XLEARBFLTF GPU EHIEE | HBE X GPU 1 forderedListlowing F44F4A 4,

« CUDA 125
e cudnn 9.3.0.75-1+cuda12.5
« NCCL 2.23.4-1+cuda12.5

Amazon i [X X #
XERBEUTHERIRXEATA :

X5 R

ZERIP (BB ) us-east-2
KERE (BEFRILMILER ) us-east-1
EXEREE (JLmAERL ) us-west-1
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https://github.com/horovod/horovod
https://github.com/horovod/horovod#install
https://docs.amazonaws.cn/sagemaker/latest/dg/data-parallel.html
https://github.com/tensorflow/tensorflow/releases/tag/v2.18.0
https://github.com/tensorflow/tensorflow/releases/tag/v2.18.0
https://www.amazonaws.cn/security/security-bulletins/

Amazon REF ) R85 FEANGIER

X5 (R

XEEI (HREXM ) us-west-2

IEM (FER) af-south-1
TWARHX (F#E) ap-east-1
TA#X (BEHALE ) ap-south-2

MU AR X ( FEDDE ) ap-southeast-3
TWA#KX ( BREIL ) ap-southeast-5
WA#X (SRE) ap-southeast-4
TA#X (&K ) ap-south-1
A X (KPR ) ap-northeast-3
TWA#X (BR) ap-northeast-2
0 A X (703 ) ap-southeast-1
TA#X (ZEE ) ap-southeast-2
TA#BX (&Adb) ap-east-2
TA#X (%&E ) ap-southeast-7
TWA#X (FRZRE) ap-northeast-1
EXR (HE) ca-central-1
MEX (FRME) ca-west-1

BN (EZXRE) eu-central-1
R X ( FBR= ) eu-west-1
RO X (23 ) eu-west-2
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X5 (R
RO X (K= ) eu-south-1
B X (B2 ) eu-west-3
RO ( BBREST ) eu-south-2
RN X ( HifESFRE ) eu-north-1
RKM ( 7RERH ) eu-central-2
B3] (h4x ) il-central-1
ST (FHE) mx-central-1
7R (BH) me-south-1
7R ( PaBRE ) me-central-1
EEM ( E2RT) sa-east-1

¥ 2 A

« BI7E : c5.18xlarge

- £33N DLC B R -
t3.2xlarge. mb5.16xlarge, c5.18xlarge, g4dn.4xlarge., g4dn.8xlarge. g5.24xlarge, p4de.24xlarge, p5.4

& AR &

1. £ s3 X REGAT |, Tensorflow |10 R4 B5|AFE (AEH%E ), Bt , FLFEREHEEEER
281, It DLC TR ZIFMH T Tensorflow |0 B9 s3 HEERITHAE, BV EXHARAXZIFHNIEER s3 1
#., s3REL, s3 IBFZIRELHM Sagemaker LY Parameter Server %k,
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https://pypi.org/project/tensorflow-io/
https://github.com/tensorflow/io/issues/2039

Amazon SRE ¥ B8 FRARER
Amazon & AT TensorFlow 2.19 # ¥ Deep Learning Containers
SageMaker

Amazon & A T 5% SageMaker £y Dee@@ p Learning Containers (DLC) B L1 , X#F
TensorFlow 2.19 # | £ Ubuntu 22.04 £ 3% CUDA 12.2, #RAJEA1E SageMaker BRS5 £ /B B #TAR
ZX#9 Deep Learning Containers, 3% Dee Amazon p Learning Containers X35 2 F kRS #Y ST 2
SR, BSRATEHNKITIHEA,

WHRABIER T CPU Ml GPU L#ITHENRBRESR , fIXMENT B#H1T T Amazonfi{t, XL
Docker & 2413 SageMaker BRSMI |, R AR EMZAH NVIDIA CUDA, cuDNN MEMAH |, K
ETRESFI ITEMHERMICHAF &R, AmazondfiX M GHMAMAERGEAG R TEEREHE

# , HIRHE Amazon T2 HEZERHTEN IS4, XLLH DLC T HE SageMaker #HIBARS EFEFA
Mm% ite

AARSRINKRAUERINOXEDIKRE, BXKHEH , B1ESH aws/ Ffifdeep-learning-containers
GitHub FF. ERARMNAXREEETPNANERAMNIZEZEISREANHE | REFHBEA Dee
Amazon p Learning Containers, & 8] BT B AR T 1012 32 IR EUA 0 0 & H & 6 8B AL

B
« 5| AT TensorFlow 2.19 (WA B T H#Mi. SageMaker

s BX 2.19 Inference WE L MER , iES W v1.1-tf-sagemaker- TensorFlow 2.19.0-in DLCs f-
py312,

BREHEH , ES I aws/ FfEdeep-learning-containers GitHub FE,

ZERW

+ Amazon BWEF SR/ EFHXEBAMazon ZEE#H.

Python X%

TensorFlow #¥E A 88X % Python 3.12,
CPU RfIRB X

BB ¥F CPU KHIEHA,
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https://www.amazonaws.cn/machine-learning/containers/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://github.com/aws/deep-learning-containers/tags
https://github.com/aws/deep-learning-containers/tags
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://repost.aws/tags/TAtQOYCNQXQAypuIl0ZxRowA/aws-deep-learning-containers
https://github.com/aws/deep-learning-containers/releases/tag/v1.1-tf-sagemaker-2.19.0-inf-py312
https://github.com/aws/deep-learning-containers/releases/tag/v1.1-tf-sagemaker-2.19.0-inf-py312
https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon SREZF I A8 FEANGIER

GPU RAIRE X

XEREITIE GPU RHIRE | HBELUTXE GPU M HAH
- CUDA12.2

e cudnn 8.9.4.25-1+cuda12.2

« NCCL 2.18.3-1+cuda12.2

Amazon #h X % #

XERBAEUTHXER :

X5 (R

XERIP (HE3EBM ) us-east-2
EERS (FFRILMILE ) us-east-1
XEFEE (mFRERIL ) us-west-1
EEEE (RBRM ) us-west-2

FEM (FFER) af-south-1
TA#X (FE) ap-east-1
TA#X (BEAUE ) ap-south-2

0 A X ( FEDDE ) ap-southeast-3
LWA#KX ( BREIL ) ap-southeast-5
WA#X (SRAE) ap-southeast-4
WAHX (&HX) ap-south-1
AR X (KPR ) ap-northeast-3
WA#X (BR) ap-northeast-2
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X5 (8]

AR X (TN ) ap-southeast-1
TAR#X (&E ) ap-southeast-2
TA#X (&dt) ap-east-2
TABKX (EEH) ap-southeast-7
TA#X (FRE) ap-northeast-1
MEXR () ca-central-1
MEXR (FRME) ca-west-1

BN (EZXRE) eu-central-1
Rt X (BR= ) eu-west-1
ROt X (23 ) eu-west-2
RROM X (K= ) eu-south-1
Rt X (B2 ) eu-west-3
ROM ( FRBEST ) eu-south-2
Bt X (BT ERRE ) eu-north-1
BN ( FRER ) eu-central-2
D&5 (54X ) il-central-1
=PEE (PE) mx-central-1
FR (BH) me-south-1
IR ( PuBxed ) me-central-1
EEMN(ERF) sa-east-1

TensorFlow 2.19 #:#iFF /5 SageMaker
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¥ 2 A st

« BT : c5.18xlarge

- WRAET :
t3.2xlarge., mbS.16xlarge. c5.18xlarge. g5.24xlarge. g5.12xlarge. p4d.24xlarge. p5.48xlarge. g4dn.4x

Amazon & F TensorFlow 2.19 ARM64 #I2# Deep Learning Containers
SageMaker

Amazon & AT B SageMakery Dee@@ p Learning Containers (DLCs) 31 2i& AT ARM64
T A, BIEXE Service 2.19 # Graviton KHIZKH TensorFlow . YRAILATE LR BN #ThRAKY Deep

Learning Containers SageMaker,

LA BIE —NBRESR , ATE CPU LBTHE , XMy B#H T T, Amazonit
Docker &2 1EL & # SageMaker EH# T TMiH, ERAELETREZI TEARRERTRILBAF
K36 SageMaker. AHEERETFHMERGAGREFERLRE , HRHIE Amazon Z£ R{ESKEK#H
TEMBEHN

ARAARSRIRAUERNOEFRE, FARIMNITFLABEEEFHAITEINIMNIZEISRRBINHK
2 , RIEF 1 EH Dee Amazon p Learning Containers, &4 A] BT K A1H T 101012 BUREUA A 4
EHRBENREE,

Y iRl

- XHELS# TensorFlow SageMaker L1 2.19 [, BXRURANFAER , BEFRINN
GitHub v1.0-tf-arm64-sagemaker-2.19.0-312 inf-cpu-py

BXREHFESH , HSH aws/ FFf#Edeep-learning-containers GitHub .,

ZEEW

« Amazon B EFBEZ LN SR X EAmazon ZE=EH,

Python X%

ERENREFZIERNA =P Python 3.12,
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https://www.amazonaws.cn/machine-learning/containers/
https://www.amazonaws.cn/ec2/graviton/
https://www.amazonaws.cn/sagemaker/
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers-images.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
https://docs.amazonaws.cn/dlami/latest/devguide/deep-learning-containers.html
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https://github.com/aws/deep-learning-containers/tags
https://www.amazonaws.cn/security/security-bulletins/

Amazon JREZ T RE;

FRARER

CPU RHIRE T #

Z AL Graviton CPU SEfIZE 8,

Amazon #h X % #

XERBAEUTHXER :

X

KERER (HEM )
XERE (HFRILMIEER)
EEAES (JLMREREIL )
SERALR (HBRM )

FEM (FFER)
TAR#X (&FE)

TA#X (BEAUE )

A#X (FEHE )

WAX (DR )

TA#X (ERRE)
WAHX (FX)
T A3 X (KPR )
TAMX (ER)
YA X (ETANEK )
TA#X (&R )

TA#X (&)

(R

us-east-2
us-east-1
us-west-1
us-west-2
af-south-1
ap-east-1
ap-south-2
ap-southeast-3
ap-southeast-5
ap-southeast-4
ap-south-1
ap-northeast-3
ap-northeast-2
ap-southeast-1
ap-southeast-2

ap-east-2
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FRARER

X5

TAHX (FRE )
TAK (%R )
MEKX (FE )
MEXR (FRME)
R (EZRE )
RN X ( ZR= )
BRI X (23 )
BRI X (K= )
KR X ( B2 )
RN ( FRTEST )
KRt X ( HTEESF/REE )
R (7 2R )
Redl (Sh4EX )
SHFT (P
Bz (B
PR ( FIERER )
EEM (ZERT )

¥ 2 A st

« BITE : c6g.2xlarge

- DLC BEZ3NR : c8g.4xlarge. t4g.2xlarge. r8g.2xlarge., m7g.4xlarge. m7g.4xlarge

(AR
ap-southeast-7
ap-northeast-1
ca-central-1
ca-west-1
eu-central-1
eu-west-1
eu-west-2
eu-south-1
eu-west-3
eu-south-2
eu-north-1
eu-central-2
il-central-1
mx-central-1
me-south-1
me-central-1

sa-east-1

TensorFlow 2.19 ARM64 ##f7F /& SageMaker

156



Amazon SREZF I A8 FEANGIER

8 #HY 5B T B W E & A

BLHAH DLC xHHY , BH2WRBBEH, BY Amazon SNS AU TEBRHEX.

arn:aws:sns:us-west-2:767397762724:dlc-updates

RH*# DLC B , REMRLRFHEE . HEPHITEBTR/NMRAE, THEMXEEK URL
AERNLM AR A EERXE R, BINBWEERLT I,

1. F#TFF Amazon SNS ###l A,

2. MEXE , ZEEMEPRN Amazon KEFERNEZEAT (BBN ) . BDIERTEHPLIREITH
9 SNS B X1,
ESMERD , fORERITHE. AIRBITHE,

4. XF Create subscription XiE4E , HUITLATR/E -

a. XFEBARN, EFHHEMET Amazon BFRAZF (ARN) : arn:aws:sns:us-
west-2:767397762724:d1lc-updates,

b. XFiHiL , IHEM [Amazon SQS, Lambda Amazon . B-FHB4, email-JSON] #iEFE—4
c. MNFHWK , MALEHTEYOE MK IR B FEp bt 5% Amazon BIREF (ARN ) .
d. EZBBIEITH,

5. KR —HEBITHN Amazon BEA - iTREIA WAL TG, FTHIZEFHEE , EBHIAT
15 K 5E A 1T 15
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Amazon SREZF A8 FRARIER

X R B

Amazon Dee@@ p Learning Containers (DLCs) féi{t T REZFI ITHEABNBEREE , HERAZHH
R, B, BHERF. ENRERSGHT TR, RITFEANE THELRZFBEE DLCs,

X FFHVAESR

22 LR Dee Amazon p Learning Containers Framework 255K g% , EE MEERMMAZER
X

FSANTER , UEEXN THREBEREFHKEHIFNLBARAE , Amazon A A #EF S KA
A, FEZRMARALLEAEL DLCsEX K.

(® Note

EEREBA xyzH  x RREFERAE , y RVRERAK |, z "RRIT R, fla, ¥F
TensorFlow 2.6.5 , EARASH 2 , RERAERN 6 , *b T HRAH 5,

& DL ] &

« BLEERRELRELZSIT ?

« Amazon R FELRMAN 2K PBLHEEK ?

- BRLER{RIRE T K SageMaker Al/Amazon Zh&E ?

c ‘THNELRPRNMENEFIRAMH ?

s MRBSITHREFTEZHNER KT , ZELD?

« B%& DLCs X#LABIRAKY TensorFlow ?

o AMATIR B RIS AR R IR AR SR AN T BRE 2

o ZREBEXH—IXFHRE ?

s BITIEAEE , BERNEF EUBREFXNZEXWTE ?
s MREFHNAT REMNERREAA , SREMHTLE?
s REUETESERRANER T EFKBI 2

o NENELEREH EZZIFARLER?

s NTFEERETEHENLEFHREG , SNHEHREWNTE?
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Amazon RE¥ I B8 R A RIEE
o IfEIEA IBAESRARAS ?

o MAMRIFAER R HMRZA up-to-datefI RIFEE ?

- BREFERUFAIES 8B A Anaconda 7 & ?

MLLEBRBRAIRBLREHT ?

W RHELFRATE Dee Amazon p Learning Containers Framework x5 iR hirg X, NeHIR
BREHT,

Amazon XA FERRAN & 1 LR ?

FA1L1E TensorFlow 1 PyTorchBY T MRAR & /5 DLCs TA KM A ., XBEELRNEERE, =
ERREMAF major-minor-patchhk 4%, HIRANESRFMETAN , BMNELEHRE, BX
MELEFNEZER , TSR I BWELRANEN ZHFMANLER?,

TR LE B R 3R 18 T T HY SageMaker Al/Amazon Zh&E ?

o EE B E R & ARAM for DLCs PyTorch fMH & TensorFlow, B SageMaker Al 5 Amazon
THEEMIFAER , BZAREEGNRITHA, AXAARENSI5E DLCs , i5ZH Dee Amazon p
Learning Containers R 1TIHH, BXMELEFNEZEE , HSH XN ENERMAEN E3) 2Tt
R,

“XEFRAER" R P R UAE L S BTARAH ?

Dee Amazon p Learning Containers Framework Support Policy & F1#Y M4 B4 2 Amazon I8 LXK
M RFERRA GitHub, BNMNRFRAE T EX DLC hIEZEF, EMEXRGSNEN. XM
BEFNER , BSH NRWERRAEN 3 IS MTLER ?

MRBETHMATE FNER RS , ZELD?

M RIEIZITHIARATTE Dee Amazon p Learning Containers Framework X%k ER S | N AJRERE &
HMESER, ENHAXE. BEREBES up-to-datefiads , RINBWEE A BB RE DLC ARZ

XEFNERZ—. BXx<AAAEMNIIZE DLCs , 55 Dee Amazon p Learning Containers B &K 1T 15

B,
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Amazon REF ] B85 FEARIERE
=& DLCs Z#FL a4 #) TensorFlow ?

TR BINXBENMERSZHEERANZIHTRA , Amazon REF S BERERIFBERERS
A , BER GitHub Zf 2 B 365 KA KM, AXEZEE , HEMA NRBESTHRATE
RUMEZR" RSP , ZELH 2,

A B ST IF R R SRR A Y SR FT AN T AR 1% 2

EFEARIERMRAR DLC , 1R DLC GitHub MRAFRE LK BIZE RN REIE G URI , AIEER
EREZWMSEFH N ATAMN Docker HEf. FLEFRERMRAELHMIE Dee Amazon p Learn in g Containers
ERZIFRERPIRIE N,

Z KBS A R A0 — R AT R & 2

REEFNHTREAZRBRINNEELS., BINEEARBUBRETHTHMREG, BRINSEEHIEIHH
EZRIRA ( H1%0 TensorFlow 2.9 E| TensorFlow 2.9.1 ) FMEF IR EXITHRA ( #1420 TensorFlow 2.9 F
TensorFlow 2.10 ) , ARERHEAT. M BRAESHRA TensorFlow #y CUDA —E XK maT , A
SRNIZRA K — N HFH CUDA IRA#Y TensorFlow ¥t DLC,

BT TERER , SREKARA EUABERARNLRATH ?
2. DLC MW TEHTE Hit” EH.

ERAMBZRH LA ER | HEFLLRAINER FRRBFNEBER.
MRBHBAT REMMOERRATH , REFLIE?

BEHEFAMIRAREMREEHNRG, BINSMEERNITREHRNERTAGERLEAR. B
XA HAEHFIEK DLCs , 58 Dee Amazon p Learning Containers B4 1715% 88,

=& A B AR SR M AR AV IR T AT BIN ?

BINETESRERRANER TEFRBIN. B2 , NIRKBPMEHRSHTIRE , BIIRLBTER
AEBRGR, B HEE Dee Amazon p Learning Containers B & 17188 | 7 B EHKEBIAE R,

X3 F AV AE ZRARASHY E 3h STIFAT BT 45 3R 7
DLC BGRFTEN., —BER , RFLHE. ERNERRANIHZHSRONEEFRR -

o HEZRMRAE (T ) AR
« Amazon Z&%NT
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https://docs.amazonaws.cn/deep-learning-containers/latest/devguide/dlc-release-notes.html
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Amazon SREZEI A8 FERARER
- ANTE4RAH (ESH)
.« fKHi< R end-of-support

® Note
HTFRAATARNZ S THRRRE , RNBWELEESE DLC WATHARE , &
BATE MR TH R

RRRA (4T ) AR

MRIREET TensorFlow 2.7.0 ¥ DLC TEAEH BE 2.7.1 lRA& 25 TensorFlow&k i GitHub ,
MARELEH— 2.7.1 Amazon MRAHKI T DLC. TensorFlow 2.7. TensorFlow 1 iR A B & %
&, ZBIRARN 2.7.0 WERGHEE KN ERFER. TensorFlow 2.7.0 lRZAH DLC FLKEIFE Z4b
To A, TensorFlow 2.7 ¥ DLC RITHANMERNFEASZHMEEHITEN. ZENESMREMNT R4
BN R MULBA T E,

BT 4T AR DLCs BIEMFIRAHRBEEFTNRITINE, NRERXTEERE , INEFEREE
IRAMARREBRA (FIE0, vI.0FEHRRN V2O MERV1.2),

Amazon ZE4MNT

MRR TEMEET TensorFlow 2.7.0 liRAKEBRH Amazon FIHET Z24T , BBAFEAHERT
2.7.0 B9 DLC B#ThRA~, TensorFlow TensorFlow 2.7.0 iR B &M £HIRA S FEEREY ., BXES

ER , FEREITIEASN , BEERNEH EUBRGTXNZEITE ? BXERGZH DLC PR,
BES R AR 2 ISV HE SR MRS B SRR A0 T R 2

BT T AL DLCs I FIRAREEHNRITIAE. MRERXTAERS , IHREHEREE
IRATRRREBRA (H0, vIi0FERXRA V2OMFEv12),
HWTERBB (EDH)

DLCs 7£ GitHub %% B HA 365 X5 , {1 *N T &R B HA,

/A Important
MEBREREHE , BRI1L0I5 B, Hlan, IR TensorFlow 1.15 E#ZE| TensorFlow
2.0, BBAFAVHEE GitHub X2 B ERFRNUEZIFRIHIRAL TensorFlow 1.15 , HE
£ Origin ER4FHANNBUE X FEHNANAN (UREWBERE )
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fiKHi>x R end-of-support

WMRARIEESER Python 3.6 £ TensorFlow 2.7.0 By DLC && Liz1T TR , H BIZMRAH Python
E#Ric end-of-support , BBAFFEE T Python 3.6 ¥ DLC BB HFRBH 4, B , MRIRIE
T 18 Ubuntu 16.04 X HVIRERZKIRA end-of-support , MFFE#KEI T Ubuntu 16.04 #9 DLC & 1& &R
FARBHEED4ES,

X TRRRATBENEFHRE , SRERZRAT G ?
T2, TEIDEPWEGRTLERIRE,
A fE A IBAEZR AR AN 2

EFHAEEIHELRRARN DLC , H3% DLC GitHub MARZE R I GEFRWE G URI , REFEAT
K12 EY docker 1%,

MARIFESR K HARZA up-to-datefy XIFEE ?

up-to-datefffl DLC % 171% B3 A A FH#Y Deep Learning Containers Im ages T E#4E < DLC 122 H
N

eAEEmWIIFAUET8EER Anaconda EMEE ?

Anaconda ¥ TH#XNELAFAHNELFATER, RFLHF DLCs 2 MAnacondasiBE B E A FF AT A
MY FF IRhR A #9 Conda ( conda-forge ) o

/A Warning
MRAEERWAFER Anaconda EARBRWEFH DLC FREMEEEN 4TI R EAKREIX
R, BFLUORECHEXLEXFEATE , WEBEEST Anaconda Reposit ory FEEE T

A, HEF , BA LT B Dee Amazon p Learning Containers Framework 355 & $ DLCs
HIHH e XNz — , A BAfEA conda-forge fERNRRIBLZERH o

NTERRATBESLEFHREG , SNEREWNTG ? 162
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https://anaconda.org/conda-forge
https://repo.anaconda.com/
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