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What is Amazon ElastiCache?

Welcome to the Amazon ElastiCache User Guide. Amazon ElastiCache is a web service that makes it
easy to set up, manage, and scale a distributed in-memory data store or cache environment in the
cloud. It provides a high-performance, scalable, and cost-effective caching solution. At the same
time, it helps remove the complexity associated with deploying and managing a distributed cache
environment.

You can operate Amazon ElastiCache in two formats. You can get started with a serverless cache or
choose to design your own cache cluster.

® Note

Amazon ElastiCache works with the Valkey, Memcached, and Redis OSS engines. If you're
unsure which engine you want to use, see Comparing Valkey, Memcached, and Redis OSS

self-designed caches in this guide.

Serverless caching

ElastiCache offers serverless caching, which simplifies adding and operating a cache for your
application. ElastiCache Serverless enables you to create a highly available cache in under a
minute, and eliminates the need to provision instances or configure nodes or clusters. Developers
can create a Serverless cache by specifying the cache name using the ElastiCache console, SDK or
CLI.

ElastiCache Serverless also removes the need to plan and manage caching capacity. ElastiCache
constantly monitors the cache’s memory, compute, and network bandwidth used by your
application, and scales to meet the needs of your application. ElastiCache offers a simple endpoint
experience for developers, by abstracting the underlying cache infrastructure and cluster design.
ElastiCache manages hardware provisioning, monitoring, node replacements, and software
patching automatically and transparently, so that you can focus on application development,
rather than operating the cache.

ElastiCache Serverless is compatible with Valkey 7.2, Memcached 1.6.21 and above, and Redis OSS
7.1 and above.

Serverless caching API Version 2015-02-02 1
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Designing your own ElastiCache cluster

If you need fine-grained control over your ElastiCache cluster, you can choose to design your own
Valkey, Memcached, or Redis OSS cluster with ElastiCache. ElastiCache enables you to design
your cluster, by choosing the node-type, number of nodes, and node placement across Amazon
Availability Zones for your cluster. Since ElastiCache is a fully-managed service, it automatically
manages hardware provisioning, monitoring, node replacements, and software patching for your
cluster.

Designing your own ElastiCache cluster offers greater flexibility and control over your clusters. For
example, you can choose to operate a cluster with single-AZ availability or multi-AZ availability
depending on your needs. You can also choose to run Valkey, Memcached, or Redis OSS in cluster
mode enabling horizontal scaling, or without cluster mode for just scaling vertically. When
designing your own clusters, you are responsible for choosing the type and number of nodes
correctly to ensure that your cache has enough capacity as required by your application. You can
also choose when to apply new software patches to your Valkey or Redis OSS cluster.

When designing your own ElastiCache cluster you can choose to run Valkey 7.2 and above,
Memcached 1.4 and above, or Redis OSS 4.0 to 7.1 and above.

Related services

MemoryDB

When deciding whether to use ElastiCache or MemoryDB consider the following comparisons:

« ElastiCache is a service that is commonly used to cache data from other databases and data
stores using Valkey, Memcached, or Redis OSS. You should consider ElastiCache for caching
workloads where you want to accelerate data access with your existing primary database or data
store (microsecond read and write performance). You should also consider ElastiCache for use
cases where you want to use Valkey or Redis OSS data structures and APIs to access data stored
in a primary database or data store.

« ElastiCache can also help you save database costs by storing frequently accessed data in a
cache. If your application has high read throughput requirements, you can achieve high scale,
fast performance, and lowered data storage costs by using ElastiCache, instead of scaling your
underlying database.

« MemoryDB is a durable, in-memory database for workloads that require an ultra-fast, primary
database. It is compatible with Valkey and Redis OSS. You should consider using MemoryDB if

Self designed clusters API Version 2015-02-02 2
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your workload requires a durable database that provides ultra-fast performance (microsecond
read and single-digit millisecond write latency). MemoryDB may also be a good fit for your use
case if you want to build an application using Valkey or Redis OSS data structures and APlIs
with a primary, durable database. Finally, you should consider using MemoryDB to simplify
your application architecture and lower costs by replacing usage of a database with a cache for
durability and performance.

Amazon Relational Database Service

ElastiCache can help you save database costs by storing frequently accessed data in a cache. If your
application has high read throughput requirements, you can achieve high scale, fast performance,
and lowered data storage costs by using ElastiCache, instead of scaling your underlying database.

For further background information on the related Amazon Relational Database Service service,
see Amazon RDS

ElastiCache can help you save database costs by storing frequently accessed data in a cache. If your
application has high read throughput requirements, you can achieve high scale, fast performance,
and lowered data storage costs by using ElastiCache, instead of scaling your underlying database.

How ElastiCache works

Here you can find an overview of the major components of an ElastiCache deployment.

Cache and caching engines

A cache is an in-memory data store that you can use to store cached data. Typically, your
application will cache frequently accessed data in a cache to optimize response times. ElastiCache
offers two deployment options: Serverless and self-designed clusters. See Choosing between
deployment options.

(® Note

Amazon ElastiCache works with the Valkey, Memcached, and Redis OSS engines. If you're
unsure which engine you want to use, see Comparing Valkey, Memcached, and Redis OSS

self-designed caches in this guide.

Topics
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« How ElastiCache works

 Pricing dimensions

 ElastiCache backups

How ElastiCache works
ElastiCache Serverless

ElastiCache Serverless enables you to create a cache without worrying about capacity planning,
hardware management, or cluster design. You simply provide a name for your cache and you
receive a single endpoint that you can configure in your Valkey, Memcached, Redis OSS client to
begin accessing your cache.

(® Note

 ElastiCache Serverless runs Valkey, Memcached, or Redis OSS in cluster mode and is only
compatible with clients that support TLS.

Key Benefits

» No capacity planning: ElastiCache Serverless removes the need for you to plan for capacity.
ElastiCache Serverless continuously monitors the memory, compute, and network bandwidth
utilization of your cache and scales both vertically and horizontally. It allows a cache node to
grow in size, while in parallel initiating a scale-out operation to ensure that the cache can scale
to meet your application requirements at all times.

» Pay-per-use: With ElastiCache Serverless, you pay for the data stored and compute utilized by
your workload on the cache. See Pricing dimensions.

- High-availability: ElastiCache Serverless automatically replicates your data across multiple
Availability Zones (AZ) for high-availability. It automatically monitors the underlying cache nodes
and replaces them in case of failures. It offers a 99.99% availability SLA for every cache.

« Automatic software upgrades: ElastiCache Serverless automatically upgrades your cache to
the latest minor and patch software version without any availability impact to your application.
When a new major version is available, ElastiCache will send you a notification.

» Security: Serverless always encrypts data in transit and at rest. You can use a service managed
key or use your own Customer Managed Key to encrypt data at rest.

Cache and caching engines API Version 2015-02-02 4
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The following diagram illustrates how ElastiCache Serverless works.
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When you create a new serverless cache, ElastiCache creates a Virtual Private Cloud (VPC) Endpoint
in the subnets of your choice in your VPC. Your application can connect to the cache through these
VPC Endpoints.

With ElastiCache Serverless you receive a single DNS endpoint that your application connects to.
When you request a new connection to the endpoint, ElastiCache Serverless handles all cache
connections through a proxy layer. The proxy layer helps reduce complex client configuration,
because the client does not need to rediscover cluster topology in case of changes to the
underlying cluster. The proxy layer is a set of proxy nodes that handle connections using a network
load balancer.

When your application creates a new cache connection, the request is sent to a proxy node by the
network load balancer. When your application executes cache commands, the proxy node that

is connected to your application executes the requests on a cache node in your cache. The proxy
layer abstracts the cache cluster topology and nodes from your client. This enables ElastiCache

to intelligently load balance, scale out and add new cache nodes, replace cache nodes when they
fail, and update software on the cache nodes, all without availability impact to your application or
having to reset connections.

Self-designed ElastiCache clusters
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You can choose to design your own ElastiCache clusters by choosing n cache node family, size, and
number of nodes for your cluster. Designing your own cluster gives you finer grained control and
enables you to choose the number of shards in your cache and the number of nodes (primary and
replica) in each shard. You can choose to operate Valkey or Redis OSS in cluster mode by creating a
cluster with multiple shards, or in non-cluster mode with a single shard.

Key Benefits

» Design your own cluster: With ElastiCache, you can design your own cluster and choose where
you want to place your cache nodes. For example, if you have an application that wants to trade-
off high-availability for low latency, you can choose to deploy your cache nodes in a single
AZ. Alternatively, you can design your cluster with nodes across multiple AZs to achieve high-
availability.

» Fine-grained control: When designing our own cluster, you have more control over fine-tuning
the settings on your cache. For example, you can use Valkey and Redis OSS parameters or

Memcached specific parameters to configure the cache engine.

» Scale vertically and horizontally: You can choose to manually scale your cluster by increasing
or decreasing the cache node size when needed. You can also scale horizontally by adding new
shards or adding more replicas to your shards. You can also use the Auto-Scaling feature to
configure scaling based on a schedule or scaling based on metrics like CPU and Memory usage on
the cache.

The following diagram illustrates how ElastiCache self-designed clusters work.
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Pricing dimensions

You can deploy ElastiCache in two deployment options. When deploying ElastiCache Serverless,
you pay for usage for data stored in GB-hours and compute in ElastiCache Processing Units (ECPU).
When choosing to design your own ElastiCache clusters, you pay per hour of the cache node usage.
See pricing details here.

Data storage

You pay for data stored in ElastiCache Serverless billed in gigabyte-hours (GB-hrs). ElastiCache
Serverless continuously monitors the data stored in your cache, sampling multiple times per
minute, and calculates an hourly average to determine the cache’s data storage usage in GB-hrs.
Each ElastiCache Serverless cache is metered for a minimum of 1 GB of data stored.

ElastiCache Processing Units (ECPUs)

Cache and caching engines API Version 2015-02-02 7
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You pay for the requests your application executes on ElastiCache Serverless in ElastiCache
Processing Units (ECPUs), a unit that includes both vCPU time and data transferred.

« Simple reads and writes require 1 ECPU for each kilobyte (KB) of data transferred. For example, a
GET command that transfers up to 1 KB of data consumes 1 ECPU. A SET request that transfers
3.2 KB of data will consume 3.2 ECPUs.

« With Valkey and Redis OSS, commands that consume more vCPU time and transfer more data
consume ECPUs based on the higher of the two dimensions. For example, if your application uses
the HMGET command, consumes 3 times the vCPU time as a simple SET/GET command, and
transfers 3.2 KB of data, it will consume 3.2 ECPU. Alternatively, if it transfers only 2 KB of data,
it will consume 3 ECPUs.

« With Valkey and Redis OSS, commands that require additional vCPU time will consume
proportionally more ECPUs. For example, if your application uses the Valkey or Redis OSS
HMGET command, and consumes 3 times the vCPU time as a simple SET/GET command, then it

will consume 3 ECPUs.

« With Memcached, commands that operate on multiple items will consume proportionally more
ECPUs. For example, if your application performs a multiget on 3 items, it will consume 3 ECPUs.

« With Memcached, commands that operate on more items and transfer more data consume
ECPUs based on the higher of the two dimensions. For example, if your application uses the GET
command, retrieves 3 items, and transfers 3.2 KB of data, it will consume 3.2 ECPU. Alternatively,
if it transfers only 2 KB of data, it will consume 3 ECPUs.

ElastiCache Serverless emits a new metric called ElastiCacheProcessingUnits that helps you
understand the ECPUs consumed by your workload.

Node hours

You can choose to design your own cache cluster by choosing the EC2 node family, size, number of
nodes, and placement across Availability Zones. When self-designing your cluster, you pay per hour
for each cache node.

ElastiCache backups

A backup is a point-in-time copy of a serverless cache, or a Valkey or Redis OSS self-designed
cluster. ElastiCache enables you to take a backup of your data at any time or setup automatic
backups. Backups can be used to restore an existing cache or to seed a new cache. Backups consist
of all the data in a cache plus some metadata. For more information see Snapshot and restore.

Cache and caching engines API Version 2015-02-02 8
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Choosing between deployment options

Amazon ElastiCache has two deployment options:

 Serverless caching

 Self-designed clusters

For a list of supported commands for both, see Supported and restricted Valkey, Memcached, and

Redis OSS commands.

Serverless caching

Amazon ElastiCache Serverless simplifies cache creation and instantly scales to support customers'
most demanding applications. With ElastiCache Serverless, you can create a highly-available and
scalable cache in less than a minute, eliminating the need to provision, plan for, and manage
cache cluster capacity. ElastiCache Serverless automatically stores data redundantly across three
Availability Zones and provides a 99.99% availability Service Level Agreement (SLA). Backups from
self-designed Valkey or Redis OSS clusters can be restored into a serverless configuration.

Self-designed clusters

If you need fine-grained control over your Valkey, Memcached, or Redis OSS cluster, you can
choose to design your own cluster with ElastiCache. ElastiCache enables you to operate a node-
based cluster, by choosing the node-type, number of nodes, and node placement across Amazon
Availability Zones for your cluster. Since ElastiCache is a fully-managed service, it helps manage
hardware provisioning, monitoring, node replacements, and software patching for your cluster.
Self-designed clusters can be designed to provide an up to 99.99% availability SLA. Backups from
serverless Valkey or Redis OSS caches can be restored into a self-designed cluster.

Choosing between deployment options
Choose serverless caching if:

» You are creating a cache for workloads that are either new or difficult to predict.
» You have unpredictable application traffic.

« You want the easiest way to get started with a cache.

Choose to design your own ElastiCache cluster if:

Choosing between deployment options API Version 2015-02-02 9
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» You are already running ElastiCache Serverless and want finer grained control over the type of

node running Valkey, Memcached, or Redis OSS, the number of nodes, and the placement of

those nodes.

» You expect your application traffic to be relatively predictable, and you want fine-grained control
over performance, availability, and cost.

» You can forecast your capacity requirements to control costs.

Comparing serverless caching and self-designed clusters

Feature

Cache setup

Supported ElastiCache
version

Cluster Mode (Valkey and
Redis OSS)

Scaling

Serverless caching

Create a cache with just a
name in under a minute

Valkey 7.2 and higher, Redis
0SS version 7.1 and higher,
Memcached 1.6.21 and higher

Operates engines in cluster
mode enabled only. Clients
must support cluster

mode enabled to connect to
ElastiCache Serverless.

Automatically scales engines
both vertically and horizonta
lly without any capacity
management.

Self-designed clusters

Provides fine-grained control
over cache cluster design.
User can choose node-type

, hnumber of nodes, and
placement across Amazon
availability zones

Valkey 7.2 and higher, Redis
0SS version 4.0 and higher,
Memcached 1.4 and higher

Can be configured to operate
in cluster mode enabled or
cluster mode disabled.

Provides control over scaling,
while also requiring monitorin
g to make sure current
capacity is adequately
meeting demand.

For Valkey and Redis OSS,
you can choose to scale
vertically by increasing or

Choosing between deployment options
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Feature

Client connection

Configurability

Serverless caching

Clients connect to a single
endpoint. This enables the
underlying cache node
topology (scaling, replaceme
nts, and upgrades) to change
without disconnecting the
client.

No fine-grained configura
tion available. Customers

can configure basic settings
including subnets which can
access the cache, whether
automatic backups are turned
on or off, and maximum cache
usage limits.

Self-designed clusters

decreasing the cache node
size when needed. You can
also scale horizontally, by
adding new shards or adding
more replicas to your shards.
This capability is not available
for Memcached.

With the Auto-Scaling feature
you can also configure scaling
based on a schedule, or scale
based on metrics like CPU and
Memory usage on the cache.

Clients connect to each
individual cache node. If a
node is replaced, the client
rediscovers cluster topology
and re-establishes connectio
ns.

Self-designed clusters provide
fine-grained configuration
options. Customers can use
parameter groups for fine-
grained control. For a table

of these parameter values

by node type, see Engine
specific parameters.

Choosing between deployment options
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Feature

Multi-AZ

Encryption at rest

Encryption in transit (TLS)

Serverless caching

Data is replicated asynchron
ously across multiple Availabil
ity Zones for higher availabil

ity and improved read latency.

Always enabled. Customers
can use an Amazon managed
key or a customer managed
key in Amazon KMS.

Always enabled. Clients must
support TLS connectivity.

Self-designed clusters

Provides an option to
design the cluster in a single
Availability Zone or across
multiple Availability Zones
(AZs). When using Valkey or
Redis OSS, provides Multi-AZ
clusters with data replicate
d asynchronously across
multiple Availability Zones
for higher availability and
improved read latency.

Option to enable or disable
encryption at rest. When
enabled, customers can use
an Amazon managed key or
a customer managed key in
Amazon KMS.

Option to enable or disable.

Choosing between deployment options
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Feature

Backups

Monitoring

Serverless caching

Supports automatic and
manual backups of caches
with no performance impact.

Valkey and Redis OSS
backups are cross-compatible,
and can be restored into an
ElastiCache Serverless cache
or a self-designed cluster.

Support cache level metrics
including cache hit rate,
cache miss rate, data size, and
ECPUs consumed.

ElastiCache Serverless sends
events using EventBridge
when significant events
happen on your cache.

You can choose to monitor,
ingest, transform, and act
on ElastiCache events using
Amazon EventBridge. For
more information, see
Serverless cache events.

Self-designed clusters

Supports automatic and
manual backups for Valkey
and Redis OSS. Clusters may
see some performance impact
depending on the available
reserved memory. For more
information, see Managing
reserved memory for Valkey
and Redis OSS.

Valkey and Redis OSS
backups are cross-compatible,
and can be restored into an
ElastiCache Serverless cache
or a self-designed cluster.

ElastiCache self-designed
clusters emit metrics at each
node level, including both
host-level metrics and cache
metrics.

Self-designed clusters emit
SNS notifications for significa
nt events. See Metrics for
Memcached and Metrics for
Valkey and Redis OSS.

Choosing between deployment options
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Feature

Availability

Software upgrades and
patching

Global Data Store

Serverless caching

99.99% availability Service
Level Agreement (SLA)

Automatically upgrades
cache software to the

latest minor and patch
version, without application
impact. Customers receive a
notification for major version
upgrades, and customers can
upgrade to the latest major
version when they want.

Not supported

Self-designed clusters

Self-designed clusters can
be designed to achieve up to
99.99% availability Service
Level Agreement (SLA),

depending on the configura
tion.

Self-designed clusters offer
customer-enabled self-serv
ice for minor and patching
version upgrades, as well

as major version upgrades.
Managed updates are
automatically applied during
customer defined maintenan
ce windows. Customers can
also choose to apply a minor
or patch version upgrade on-
demand.

Supports Global Data Store,
which enables cross region
replication with single region
writes and multi-region reads

Choosing between deployment options
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Feature

Data Tiering

Pricing model

Related topics:

Serverless caching

Not supported

Pay-per-use, based on data
stored in GB-hours and
requests in ElastiCache
Processing Units (ECPU). See
pricing details here.

» Designing and managing your own ElastiCache cluster

Self-designed clusters

Clusters that are designed
using nodes from the r6gd
family have their data tiered
between memory and local
SSD (solid state drives)
storage. Data tiering provides
a price-performance option
for Valkey and Redis OSS
workloads by utilizing lower-
cost solid state drives (SSDs)
in each cluster node, in
addition to storing data in
memory.

Pay-per-hour, based on cache
node usage. See pricing
details here.

Amazon ElastiCache resources for first time users

We recommend that first time users begin by reading the following sections, and refer to them as

needed.

« Service highlights and pricing — The product detail page provides a general product overview of

ElastiCache, service highlights, and pricing.

« Getting started - The Getting started with Amazon ElastiCache section includes information on

creating a cache cluster. It also includes how to authorize access to the cache cluster, connect to a

cache node, and delete the cache cluster.

ElastiCache resources
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» Performance at scale — The Performance at scale with Amazon ElastiCache whitepaper
addresses caching strategies that help your application to perform well at scale.

After you complete the preceding sections, read these sections:

» Choosing your node size

You want your nodes to be large enough to accommodate all the data you want to cache. At the
same time, you don't want to pay for more cache than you need. You can use this topic to help
select the best node size.

» ElastiCache best practices and caching strategies

Identify and address issues that can impact the efficiency of your cluster.

If you want to use the Amazon Command Line Interface (Amazon CLI), you can use these
documents to help you get started:

« Amazon Command Line Interface documentation

This section provides information on downloading the Amazon CLI, getting the Amazon CLI
working on your system, and providing your Amazon credentials.

« Amazon CLI documentation for ElastiCache

This separate document covers all of the Amazon CLI for ElastiCache commands, including
syntax and examples.

You can write application programs to use the ElastiCache API with a variety of popular
programming languages. Here are some resources:

« Tools for Amazon Web Services

Amazon Web Services provides a number of software development kits (SDKs) with support
for ElastiCache. You can code for ElastiCache using Java, .NET, PHP, Ruby, and other languages.
These SDKs can greatly simplify your application development by formatting your requests to
ElastiCache, parsing responses, and providing retry logic and error handling.

» Using the ElastiCache API

ElastiCache resources API Version 2015-02-02 16
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If you don't want to use the Amazon SDKs, you can interact with ElastiCache directly using the
Query API. You can find troubleshooting tips and information on creating and authenticating
requests and handling responses in this section.

« Amazon ElastiCache API Reference

This separate document covers all of the ElastiCache API operations, including syntax and
examples.

Amazon Regions and Availability Zones

Amazon cloud computing resources are housed in highly available data center facilities in different
areas of the world (for example, North America, Europe, or Asia). Each data center location is called
an Amazon Region.

Each Amazon Region contains multiple distinct locations called Availability Zones, or AZs. Each
Availability Zone is engineered to be isolated from failures in other Availability Zones. Each is
engineered to provide inexpensive, low-latency network connectivity to other Availability Zones in
the same Amazon Region. By launching instances in separate Availability Zones, you can protect
your applications from the failure of a single location. For more information, see Choosing regions
and availability zones.

You can create your cluster in several Availability Zones, an option called a Multi-AZ deployment.
When you choose this option, Amazon automatically provisions and maintains a secondary standby
node instance in a different Availability Zone. Your primary node instance is asynchronously
replicated across Availability Zones to the secondary instance. This approach helps provide data
redundancy and failover support, eliminate 1/0O freezes, and minimize latency spikes during system
backups. For more information, see Minimizing downtime in ElastiCache for Valkey and Redis OSS
with Multi-AZ.

Amazon Regions and Availability Zones API Version 2015-02-02 17


https://docs.amazonaws.cn/AmazonElastiCache/latest/APIReference/

Amazon ElastiCache User Guide

Common ElastiCache Use Cases and How ElastiCache Can Help

Whether serving the latest news, a top-10 leaderboard, a product catalog, or selling tickets to an
event, speed is the name of the game. The success of your website and business is greatly affected
by the speed at which you deliver content.

In "For Impatient Web Users, an Eye Blink Is Just Too Long to Wait," the New York Times noted
that users can register a 250-millisecond (1/4 second) difference between competing sites. Users

tend to opt out of the slower site in favor of the faster site. Tests done at Amazon, cited in How
Webpage Load Time Is Related to Visitor Loss, revealed that for every 100-ms (1/10 second)
increase in load time, sales decrease 1 percent.

If someone wants data, you can deliver that data much faster if it's cached. That's true whether it's
for a webpage or a report that drives business decisions. Can your business afford to not cache your
webpages so as to deliver them with the shortest latency possible?

It might seem intuitively obvious that you want to cache your most heavily requested items. But
why not cache your less frequently requested items? Even the most optimized database query or
remote API call is noticeably slower than retrieving a flat key from an in-memory cache. Noticeably
slower tends to send customers elsewhere.

The following examples illustrate some of the ways using ElastiCache can improve overall
performance of your application.

Topics

e In-Memory Data Store

o Gaming Leaderboards

» Messaging (Pub/Sub)

e Recommendation Data (Hashes)

o ElastiCache Customer Testimonials

In-Memory Data Store

The primary purpose of an in-memory key-value store is to provide ultrafast (submillisecond
latency) and inexpensive access to copies of data. Most data stores have areas of data that are
frequently accessed but seldom updated. Additionally, querying a database is always slower and
more expensive than locating a key in a key-value pair cache. Some database queries are especially
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expensive to perform. An example is queries that involve joins across multiple tables or queries
with intensive calculations. By caching such query results, you pay the price of the query only once.
Then you can quickly retrieve the data multiple times without having to re-execute the query.

What Should | Cache?
When deciding what data to cache, consider these factors:

Speed and expense - It's always slower and more expensive to get data from a database than
from a cache. Some database queries are inherently slower and more expensive than others. For
example, queries that perform joins on multiple tables are much slower and more expensive than
simple, single table queries. If the interesting data requires a slow and expensive query to get, it's a
candidate for caching. If getting the data requires a relatively quick and simple query, it might still
be a candidate for caching, depending on other factors.

Data and access pattern — Determining what to cache also involves understanding the data itself
and its access patterns. For example, it doesn't make sense to cache data that changes quickly or
is seldom accessed. For caching to provide a real benefit, the data should be relatively static and
frequently accessed. An example is a personal profile on a social media site. On the other hand,
you don't want to cache data if caching it provides no speed or cost advantage. For example, it
doesn't make sense to cache webpages that return search results because the queries and results
are usually unique.

Staleness — By definition, cached data is stale data. Even if in certain circumstances it isn't stale,
it should always be considered and treated as stale. To tell whether your data is a candidate for
caching, determine your application's tolerance for stale data.

Your application might be able to tolerate stale data in one context, but not another. For example,
suppose that your site serves a publicly traded stock price. Your customers might accept some
staleness with a disclaimer that prices might be n minutes delayed. But if you serve that stock price
to a broker making a sale or purchase, you want real-time data.

Consider caching your data if the following is true:

» Your data is slow or expensive to get when compared to cache retrieval.
« Users access your data often.

» Your data stays relatively the same, or if it changes quickly staleness is not a large issue.

For more information, see Caching strategies for Memcached
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Gaming Leaderboards

With Valkey or Redis OSS sorted sets you can move the computational complexity of leaderboards
from your application to your cluster.

Leaderboards, such as the top 10 scores for a game, are computationally complex. This is especially
true when there is a large number of concurrent players and continually changing scores. Valkey
and Redis OSS sorted sets guarantee both uniqueness and element ordering. With sorted sets, each
time a new element is added to the sorted set it's reranked in real time. It's then added to the set in
its correct numeric order.

In the following diagram, you can see how an ElastiCache gaming leaderboard works.
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Example Valkey or Redis OSS Leaderboard

In this example, four gamers and their scores are entered into a sorted list using ZADD. The
command ZREVRANGEBYSCORE lists the players by their score, high to low. Next, ZADD is used to
update June's score by overwriting the existing entry. Finally, ZREVRANGEBYSCORE lists the players
by their score, high to low. The list shows that June has moved up in the rankings.

ZADD leaderboard 132 Robert
ZADD leaderboard 231 Sandra
ZADD leaderboard 32 June

Use Cases API Version 2015-02-02 20



Amazon ElastiCache User Guide

ZADD leaderboard 381 Adam

ZREVRANGEBYSCORE leaderboard +inf -inf
1) Adam

2) Sandra

3) Robert

4) June

ZADD leaderboard 232 June

ZREVRANGEBYSCORE leaderboard +inf -inf
1) Adam

2) June

3) Sandra

4) Robert

The following command tells June where she ranks among all the players. Because ranking is zero-
based, ZREVRANK returns a 1 for June, who is in second position.

ZREVRANK leaderboard June
1

For more information, see the Valkey documentation about sorted sets.

Messaging (Pub/Sub)

When you send an email message, you send it to one or more specified recipients. In the Valkey
and Redis OSS pub/sub paradigm, you send a message to a specific channel not knowing who, if
anyone, receives it. The people who get the message are those who are subscribed to the channel.
For example, suppose that you subscribe to the news.sports.golf channel. You and all others
subscribed to the news.sports.golf channel get any messages published to news.sports.golf.

Pub/sub functionality has no relation to any key space. Therefore, it doesn't interfere on any level.
In the following diagram, you can find an illustration of ElastiCache messaging with Valkey and
Redis OSS.
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Subscribing

To receive messages on a channel, you subscribe to the channel. You can subscribe to a single
channel, multiple specified channels, or all channels that match a pattern. To cancel a subscription,
you unsubscribe from the channel specified when you subscribed to it. Or, if you subscribed using
pattern matching, you unsubscribe using the same pattern that you used before.

Example - Subscription to a Single Channel

To subscribe to a single channel, use the SUBSCRIBE command specifying the channel you want to
subscribe to. In the following example, a client subscribes to the news.sports.golf channel.

SUBSCRIBE news.sports.golf

After a while, the client cancels their subscription to the channel using the UNSUBSCRIBE
command specifying the channel to unsubscribe from.

UNSUBSCRIBE news.sports.golf
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Example - Subscriptions to Multiple Specified Channels

To subscribe to multiple specific channels, list the channels with the SUBSCRIBE command.
In the following example, a client subscribes to the news.sports.golf, news.sports.soccer, and
news.sports.skiing channels.

SUBSCRIBE news.sports.golf news.sports.soccer news.sports.skiing

To cancel a subscription to a specific channel, use the UNSUBSCRIBE command and specify the
channel to unsubscribe from.

UNSUBSCRIBE news.sports.golf

To cancel subscriptions to multiple channels, use the UNSUBSCRIBE command and specify the
channels to unsubscribe from.

UNSUBSCRIBE news.sports.golf news.sports.soccer

To cancel all subscriptions, use UNSUBSCRIBE and specify each channel. Or use UNSUBSCRIBE and
don't specify a channel.

UNSUBSCRIBE news.sports.golf news.sports.soccer news.sports.skiing

or

UNSUBSCRIBE

Example - Subscriptions Using Pattern Matching
Clients can subscribe to all channels that match a pattern by using the PSUBSCRIBE command.

In the following example, a client subscribes to all sports channels. You don't list all the sports
channels individually, as you do using SUBSCRIBE. Instead, with the PSUBSCRIBE command you
use pattern matching.

PSUBSCRIBE news.sports.*

Example Canceling Subscriptions

To cancel subscriptions to these channels, use the PUNSUBSCRIBE command.
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PUNSUBSCRIBE news.sports.*

/A Important

» The channel string sent to a [PISUBSCRIBE command and to the [PJUNSUBSCRIBE
command must match. You can't PSUBSCRIBE to news.* and PUNSUBSCRIBE from
news.sports.* or UNSUBSCRIBE from news.sports.golf.

o« PSUBSCRIBE and PUNSUBSCRIBE are not available for ElastiCache Serverless.

Publishing

To send a message to all subscribers to a channel, use the PUBLISH command, specifying the
channel and the message. The following example publishes the message, "It's Saturday and sunny.
I'm headed to the links." to the news.sports.golf channel.

PUBLISH news.sports.golf "It's Saturday and sunny. I'm headed to the links."

A client can't publish to a channel that it is subscribed to.

For more information, see Pub/Sub in the Valkey documentation.
Recommendation Data (Hashes)

Using INCR or DECR in Valkey or Redis OSS makes compiling recommendations simple. Each time

a user "likes" a product, you increment an item:productiD:like counter. Each time a user "dislikes" a
product, you increment an item:productiD:dislike counter. Using hashes, you can also maintain a list
of everyone who has liked or disliked a product.

Example - Likes and Dislikes

INCR item:38923:1ikes

HSET item:38923:ratings Susan 1
INCR item:38923:dislikes

HSET item:38923:ratings Tommy -1
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ElastiCache Customer Testimonials

To learn about how businesses like Airbnb, PBS, Esri, and others use Amazon ElastiCache to grow
their businesses with improved customer experience, see How Others Use Amazon ElastiCache.
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Getting started with Amazon ElastiCache

Use the hands-on tutorial in this section to help you get started and learn more about using
ElastiCache.

Topics

» Setting up ElastiCache

» Create a Valkey serverless cache

o Create a Redis OSS serverless cache

+ Create a Memcached serverless cache

« Tutorials: Getting started with Python and ElastiCache

« Tutorial: Configuring Lambda to access ElastiCache in a VPC

Setting up ElastiCache

To use the ElastiCache web service, follow these steps.

Topics

« Sign up for an Amazon Web Services account

e Secure |IAM users

« Grant programmatic access

« Set up your permissions (new ElastiCache users only)

o Setup EC2
» Grant network access from an Amazon VPC security group to your cache

« Download and set up command line access

Sign up for an Amazon Web Services account

If you do not have an Amazon Web Services account, use the following procedure to create one.
To sign up for Amazon Web Services

1. Open http://www.amazonaws.cn/ and choose Sign Up.
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2. Follow the on-screen instructions.

Amazon sends you a confirmation email after the sign-up process is complete. At any time,
you can view your current account activity and manage your account by going to http://
www.amazonaws.cn/ and choosing My Account.

Secure IAM users

After you sign up for an Amazon Web Services account, safeguard your administrative user by
turning on multi-factor authentication (MFA). For instructions, see Enable a virtual MFA device for
an IAM user (console) in the IAM User Guide.

To give other users access to your Amazon Web Services account resources, create 1AM users. To
secure your |IAM users, turn on MFA and only give the IAM users the permissions needed to perform
their tasks.

For more information about creating and securing IAM users, see the following topics in the IAM
User Guide:

» Creating an IAM user in your Amazon Web Services account

» Access management for Amazon resources

« Example IAM identity-based policies

Grant programmatic access

Users need programmatic access if they want to interact with Amazon outside of the Amazon Web
Services Management Console. The Amazon APIs and the Amazon Command Line Interface require
access keys. Whenever possible, create temporary credentials that consist of an access key ID, a
secret access key, and a security token that indicates when the credentials expire.

To grant users programmatic access, choose one of the following options.
Which user needs To By
programmatic access?

IAM Use short-term credentials to  Following the instructions in
sign programmatic requests Using temporary credentials
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Which user needs To By
programmatic access?

to the Amazon CLI or Amazon  with Amazon resources in the
APIs (directly or by using the IAM User Guide.
Amazon SDKs).

IAM (Not recommended) Following the instructions in
Use long-term credentials to Managing access keys for IAM

sign programmatic requests users in the IAM User Guide.
to the Amazon CLI or Amazon

APIs (directly or by using the

Amazon SDKs).

Related topics:

« What is IAM in the IAM User Guide.

« Amazon Security Credentials in Amazon General Reference.

Set up your permissions (new ElastiCache users only)
To provide access, add permissions to your users, groups, or roles:
« Users managed in IAM through an identity provider:

Create a role for identity federation. Follow the instructions in Create a role for a third-party
identity provider (federation) in the IAM User Guide.

e |AM users:

« Create a role that your user can assume. Follow the instructions in Create a role for an IAM user
in the IAM User Guide.

« (Not recommended) Attach a policy directly to a user or add a user to a user group. Follow the
instructions in Adding permissions to a user (console) in the IAM User Guide.

Amazon ElastiCache creates and uses service-linked roles to provision resources and access other
Amazon resources and services on your behalf. For ElastiCache to create a service-linked role for
you, use the Amazon-managed policy named AmazonElastiCacheFullAccess. This role comes
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preprovisioned with permission that the service requires to create a service-linked role on your
behalf.

You might decide not to use the default policy and instead to use a custom-managed policy. In this
case, make sure that you have either permissions to call iam:createServicelLinkedRole or that
you have created the ElastiCache service-linked role.

For more information, see the following:

« Creating a New Policy (IAM)

« Amazon managed policies for Amazon ElastiCache

» Using Service-Linked Roles for Amazon ElastiCache

Set up EC2

You will need to setup an EC2 instance from which you will connect to your cache.

« If you don't already have an EC2 instance, learn how to setup an EC2 instance here: Amazon EC2
Getting Started Guide.

» Your EC2 instance must be in the same VPC and have the same security group settings as your
cache. By default, Amazon ElastiCache creates a cache in your default VPC and uses the default
security group. To follow this tutorial, ensure that your EC2 instance is in the default VPC and has
the default security group.

Grant network access from an Amazon VPC security group to your
cache

ElastiCache self-designed clusters use port 6379 for Valkey and Redis OSS commands, and
ElastiCache serverless uses both port 6379 and port 6380. In order to successfully connect and
execute Valkey or Redis OSS commands from your EC2 instance, your security group must allow
access to these ports as needed.

ElastiCache for Memcached uses the 11211 and 11212 ports to accept Memcached commands. In
order to successfully connect and execute Memcached commands from your EC2 instance, your
security group must allow access to these ports.

1. Signin to the Amazon Command Line Interface and open the Amazon EC2 console.
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2. Inthe navigation pane, under Network & Security, choose Security Groups.

3. From the list of security groups, choose the security group for your Amazon VPC. Unless you

created a security group for ElastiCache use, this security group will be named default.

4. Choose the Inbound tab, and then:

a
b.

n

Choose Edit.
Choose Add rule.
In the Type column, choose Custom TCP rule.

If using Valkey or Redis OSS, then in the Port range box, type 6379.

If using Memcached, then in the Port range box, type 11211.

In the Source box, choose Anywhere which has the port range (0.0.0.0/0) so that any
Amazon EC2 instance that you launch within your Amazon VPC can connect to your cache.

If you are using ElastiCache serverless, add another rule by choosing Add rule.
In the Type column, choose Custom TCP rule.

If using ElastiCache for Redis OSS, then in the Port rangebox, type 6380.

If using ElastiCache for Memcached, then in the Port rangebox, type 11212.

In the Source box, choose Anywhere which has the port range (0.0.0.0/0) so that any
Amazon EC2 instance that you launch within your Amazon VPC can connect to your cache.

Choose Save

Download and set up command line access

Download and install the valkey-cli utility.

If you use ElastiCache for Valkey, then you might find the valkey-cli utility useful. If you're using
ElastiCache for Redis OSS with redis-cli, consider switching to valkey-cli as it works for Redis OSS as

well.

1. Connect to your Amazon EC2 instance using the connection utility of your choice. For

instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2 Getting
Started Guide.

2. Download and install valkey-cli utility by running the appropriate command for your setup.

Amazon Linux 2
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sudo amazon-linux-extras install epel -y

sudo yum install gcc jemalloc-devel openssl-devel tcl tcl-devel -y

wget https://github.com/valkey-io/valkey/archive/refs/tags/8.0.0.tar.gz
tar xvzf valkey-8.0.0.tar.gz

cd valkey-8.0.0

make BUILD_TLS=yes

(® Note

« When you install the redis6 package, it installs redis6-cli with default encryption support.

o Itisimportant to have build support for TLS when installing valkey-cli or redis-cli.
ElastiCache Serverless is only accessible when TLS is enabled.

« If you are connecting to a cluster that isn't encrypted, you don't need the
Build_TLS=yes option.

Create a Valkey serverless cache

In this step, you create a new cache in Amazon ElastiCache.
Amazon Web Services Management Console
To create a new cache using the ElastiCache console:

1. Sign in to the Amazon Web Services Management Console and open the https://
console.amazonaws.cn/elasticache/.

In the navigation pane on the left side of the console, choose Valkey caches.

On the right side of the console, choose Create Valkey cache

In the Cache settings enter a Name. You can optionally enter a description for the cache.
Leave the default settings selected.

Click Create to create the cache.

N o U M WD

Once the cache is in "ACTIVE" status, you can begin writing and reading data to the cache..

Amazon CLI
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The following Amazon CLI example creates a new cache using create-serverless-cache.

Linux

aws elasticache create-serverless-cache \
--serverless-cache-name CacheName \
--engine valkey

Windows

aws elasticache create-serverless-cache 2
--serverless-cache-name CacheName ~
--engine valkey

Note that the value of the Status field is set to CREATING.

To verify that ElastiCache has finished creating the cache, use the describe-serverless-
caches command.

Linux
aws elasticache describe-serverless-caches --serverless-cache-name CacheName
Windows

aws elasticache describe-serverless-caches --serverless-cache-name CacheName

After creating the new cache, proceed to Read and write data to the cache.

Read and write data to the cache

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, see the Amazon EC2 Getting Started Guide.

This section also assumes that you have setup VPC access and security group settings for the EC2
instance from where you are connecting to your cache, and setup valkey-cli on your EC2 instance.
For more information on that step see Setting up ElastiCache.

In addition to the steps below, if you have a large or global application you can greatly increase
read performance by creating and reading from replicas. For more information on this more
advanced step see Best Practices for using Read Replicas.
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Find your cache endpoint
Amazon Web Services Management Console

To find your cache’s endpoint using the ElastiCache console:

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. In the navigation pane on the left side of the console, choose Valkey caches.
3. On the right side of the console, click on the name of the cache that you just created.

4. In the Cache details, locate and copy the cache endpoint.

Amazon CLI

The following Amazon CLI example shows to find the endpoint for your new cache using the
describe-serverless-caches command. Once you have run the command, look for the "Endpoint”
field.

Linux

aws elasticache describe-serverless-caches \
--serverless-cache-name CacheName

Windows

aws elasticache describe-serverless-caches 2
--serverless-cache-name CacheName

Connect to your Valkey Cache (Linux)

Now that you have the endpoint you need, you can log in to your EC2 instance and connect to the
cache. In the following example, you use the valkey-cli utility to connect to a cluster. The following
command connects to a cache (note: replace cache-endpoint with the endpoint you retrieved in the
previous step).

src/valkey-cli -h cache-endpoint --tls -p 6379
set a "hello" // Set key "a" with a string value and no expiration
0K
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get a // Get value for key "a"
"hello"

Connect to your Valkey Cache (Windows)

Now that you have the endpoint you need, you can log in to your EC2 instance and connect to the
cache. In the following example, you use the valkey-cli utility to connect to a cluster. The following
command connects to a cache. Open the Command Prompt and change to the Valkey or Redis OSS
directory and run the command (note: replace Cache_Endpoint with the endpoint you retrieved in
the previous step).

c:\Valkey>valkey-cli -h Valkey_Cluster_Endpoint --tls -p 6379

set a "hello" // Set key "a" with a string value and no expiration
OK

get a // Get value for key "a"

"hello"

You may now proceed to (Optional) Clean up.

(Optional) Clean up

If you no longer need the Amazon ElastiCache cache that you created, you can delete it. This
step helps ensure that you are not charged for resources that you are not using. You can use the
ElastiCache console, the Amazon CLI, or the ElastiCache API to delete your cache.

Amazon Web Services Management Console

To delete your cache using the console:

1. Signin to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

In the navigation pane on the left side of the console, choose Valkey Caches.
Choose the radio button next to the cache you want to delete.
Select Actions on the top right, and select Delete.

You can optionally choose to take a final snapshot before you delete your cache.

o v A W N

In the Delete confirmation screen, re-enter the cache name and choose Delete to delete the
cluster, or choose Cancel to keep the cluster.
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As soon as your cache moves in to the DELETING status, you stop incurring charges for it.

Amazon CLI

The following Amazon CLI example deletes a cache using the delete-serverless-cache command.

Linux

aws elasticache delete-serverless-cache \
--serverless-cache-name CacheName

Windows

aws elasticache delete-serverless-cache 2
--serverless-cache-name CacheName

Note that the value of the Status field is set to DELETING.

You may now proceed to Next Steps.

Next Steps

For more information about ElastiCache see the following pages:

« Working with ElastiCache

» Scaling ElastiCache

» Logging and monitoring in Amazon ElastiCache

» ElastiCache best practices and caching strategies

« Snapshot and restore

« Amazon SNS monitoring of ElastiCache events

Create a Redis OSS serverless cache

In this step, you create a new cache in Amazon ElastiCache.
Amazon Web Services Management Console

To create a new cache using the ElastiCache console:

Next Steps
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1.
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Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

In the navigation pane on the left side of the console, choose Redis OSS caches.

On the right side of the console, choose Create Redis OSS cache

In the Cache settings enter a Name. You can optionally enter a description for the cache.
Leave the default settings selected.

Click Create to create the cache.

Once the cache is in "ACTIVE" status, you can begin writing and reading data to the cache. .

Amazon CLI

The following Amazon CLI example creates a new cache using create-serverless-cache.

Linux

aws elasticache create-serverless-cache \

--serverless-cache-name CacheName \
--engine redis

Windows

aws elasticache create-serverless-cache 2

--serverless-cache-name CacheName A
--engine redis

Note that the value of the Status field is set to CREATING.

To verify that ElastiCache has finished creating the cache, use the describe-serverless-
caches command.

Linux

aws elasticache describe-serverless-caches --serverless-cache-name CacheName

Windows

aws elasticache describe-serverless-caches --serverless-cache-name CacheName
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After creating the new cache, proceed to Read and write data to the cache.

Read and write data to the cache

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, see the Amazon EC2 Getting Started Guide.

This section also assumes that you have setup VPC access and security group settings for the EC2
instance from where you are connecting to your cache, and setup valkey-cli on your EC2 instance.
For more information on that step see Setting up ElastiCache.

Find your cache endpoint
Amazon Web Services Management Console
To find your cache’s endpoint using the ElastiCache console:

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. In the navigation pane on the left side of the console, choose Valkey caches Redis OSS caches.
3. On the right side of the console, click on the name of the cache that you just created.

4. In the Cache details, locate and copy the cache endpoint.

Amazon CLI

The following Amazon CLI example shows to find the endpoint for your new cache using the

describe-serverless-caches command. Once you have run the command, look for the "Endpoint"
field.

Linux

aws elasticache describe-serverless-caches \
--serverless-cache-name CacheName

Windows

aws elasticache describe-serverless-caches 2
--serverless-cache-name CacheName
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Connect to your Valkey or Redis OSS Cache (Linux)

Now that you have the endpoint you need, you can log in to your EC2 instance and connect to the
cache. In the following example, you use the valkey-cli utility to connect to a cluster. The following
command connects to a cache (note: replace cache-endpoint with the endpoint you retrieved in the
previous step).

src/valkey-cli -h cache-endpoint --tls -p 6379

set a "hello" // Set key "a" with a string value and no expiration
0K

get a // Get value for key "a"

"hello"

Connect to your Valkey or Redis OSS Cache (Windows)

Now that you have the endpoint you need, you can log in to your EC2 instance and connect to
the cache. In the following example, you use the valkey-cli utility to connect to a cluster. The
following command connects to a cache. Open the Command Prompt and change to the Valkey
directory and run the command (note: replace Cache_Endpoint with the endpoint you retrieved in
the previous step).

c:\Redis>valkey-cli -h Redis_Cluster_Endpoint --tls -p 6379

set a "hello" // Set key "a" with a string value and no expiration
0K

get a // Get value for key "a"

"hello"

You may now proceed to (Optional) Clean up.

(Optional) Clean up

If you no longer need the Amazon ElastiCache cache that you created, you can delete it. This
step helps ensure that you are not charged for resources that you are not using. You can use the
ElastiCache console, the Amazon CLI, or the ElastiCache API to delete your cache.

Amazon Web Services Management Console
To delete your cache using the console:

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.
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2. In the navigation pane on the left side of the console, choose Valkey or Redis OSS Caches.
Choose the radio button next to the cache you want to delete.
Select Actions on the top right, and select Delete.

You can optionally choose to take a final snapshot before you delete your cache.

o u oA~ W

In the Delete confirmation screen, re-enter the cache name and choose Delete to delete the
cluster, or choose Cancel to keep the cluster.

As soon as your cache moves in to the DELETING status, you stop incurring charges for it.
Amazon CLI
The following Amazon CLI example deletes a cache using the delete-serverless-cache command.

Linux

aws elasticache delete-serverless-cache \
--serverless-cache-name CacheName

Windows

aws elasticache delete-serverless-cache ~
--serverless-cache-name CacheName

Note that the value of the Status field is set to DELETING.
You may now proceed to Next Steps.

Next Steps

For more information about ElastiCache see the following pages:

Working with ElastiCache

Scaling ElastiCache

Logging and monitoring in Amazon ElastiCache

ElastiCache best practices and caching strategies

Snapshot and restore
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« Amazon SNS monitoring of ElastiCache events

Create a Memcached serverless cache

Amazon Web Services Management Console
To create a new Memcached serverless cache using the ElastiCache console:

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

In the navigation pane on the left side of the console, choose Memcached Caches.

On the right side of the console, choose Create Memcached cache.

In the Cache settings enter a Name. You can optionally enter a description for the cache.
Leave the default settings selected.

Click Create to create the cache.
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Once the cache is in "ACTIVE" status, you can begin writing and reading data to the cache.

To create a new cache using the Amazon CLI
The following Amazon CLI example creates a new cache using create-serverless-cache.

Linux

aws elasticache create-serverless-cache \
--serverless-cache-name CacheName \
--engine memcached

Windows

aws elasticache create-serverless-cache ~
--serverless-cache-name CacheName A
--engine memcached

Note that the value of the Status field is set to CREATING.

To verify that ElastiCache has finished creating the cache, use the describe-serverless-
caches command.
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Linux
aws elasticache describe-serverless-caches --serverless-cache-name CacheName

Windows

aws elasticache describe-serverless-caches --serverless-cache-name CacheName

After creating the new cache, proceed to Read and write data to the cache.

Read and write data to the cache

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, see the Amazon EC2 Getting Started Guide.

By default, ElastiCache creates a cache in your default VPC. Make sure that your EC2 instance is also
created in the default VPC, so that it is able to connect to the cache.

Find your cache endpoint
Amazon Web Services Management Console
To find your cache’s endpoint using the ElastiCache console:

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. Inthe navigation pane on the left side of the console, choose Memcached Caches.
On the right side of the console, click on the name of the cache that you just created.

4. In the Cache details, locate and copy the cache endpoint.

Amazon CLI

The following Amazon CLI example shows to find the endpoint for your new cache using the
describe-serverless-caches command. Once you have run the command, look for the "Endpoint”
field.

Linux

aws elasticache describe-serverless-caches \
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--serverless-cache-name CacheName

Windows

aws elasticache describe-serverless-caches *
--serverless-cache-name CacheName

Connect using OpenSSL

For information on how to connect using OpenSSL, see ElastiCache in-transit encryption (TLS)

Connect using Memcached Java client

import java.security.KeyStore;

import javax.net.ssl.SSLContext;

import javax.net.ssl.TrustManagerFactory;

import net.spy.memcached.AddrUtil;

import net.spy.memcached.ConnectionFactoryBuilder;
import net.spy.memcached.FailureMode;

import net.spy.memcached.MemcachedClient;

public class TLSDemo {
public static void main(String[] args) throws Exception {
ConnectionFactoryBuilder connectionFactoryBuilder = new
ConnectionFactoryBuilder();
// Build SSLContext
TrustManagerFactory tmf =
TrustManagerFactory.getInstance(TrustManagerFactory.getDefaultAlgorithm());
tmf.init((KeyStore) null);
SSLContext sslContext = SSLContext.getInstance("TLS");
sslContext.init(null, tmf.getTrustManagers(), null);
// Create the client in TLS mode
connectionFactoryBuilder.setSSLContext(sslContext);
// Set Failure Mode to Retry
connectionFactoryBuilder.setFailureMode(FailureMode.Retry);
MemcachedClient client = new MemcachedClient(connectionFactoryBuilder.build(),
AddrUtil.getAddresses("mycluster-fnjyzo.serverless.usel.cache.amazonaws.com:11211"));

// Store a data item for an hour.
client.set("theKey", 3600, "This is the data value");
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Connect using Memcached PHP client

<?php
$cluster_endpoint = "mycluster.serverless.usel.cache.amazonaws.com";
$server_port = 11211;

/* Initialize a persistent Memcached client in TLS mode */

$tls_client = new Memcached('persistent-id');

$tls_client->addServer($cluster_endpoint, $server_port);

if(!$tls_client->setOption(Memcached: :OPT_USE_TLS, 1)) {
echo $tls_client->getLastErrorMessage(), "\n";

exit(1);
}
$tls_config = new MemcachedTLSContextConfig();
$tls_config->hostname = '*.serverless.usel.cache.amazonaws.com';

$tls_config->skip_cert_verify = false;
$tls_config->skip_hostname_verify = false;
$tls_client->createAndSetTLSContext((array)$tls_config);

/* store the data for 60 seconds in the cluster */

$tls_client->set('key', 'value', 60);
?>

Connect using Memcached Python client (Pymemcache)

See https://pymemcache.readthedocs.io/en/latest/getting_started.html

import ssl
from pymemcache.client.base import Client

context = ssl.create_default_context()

cluster_endpoint = <To be taken from the AWS CLI / console>

target_port = 11211

memcached_client = Client(("{cluster_endpoint}", target_port), tls_context=context)
memcached_client.set("key", "value", expire=500, noreply=False)

assert self.memcached_client.get("key").decode() == "value"

Connect using Memcached NodeJS/TS client (Electrode-lO memcache)

See https://github.com/electrode-io/memcache and https://www.npmjs.com/package/

memcache-client

Install via npm i memcache-client
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In the application, create a memcached TLS client as follows:

var memcache = require("memcache-client");
const client new memcache.MemcacheClient({server: "{cluster_endpoint}:11211", tls:

{13

client.set("key", "value");

Connect using Memcached Rust client (rust-memcache)

See https://crates.io/crates/memcache and https://github.com/aisk/rust-memcache.

// create connection with to memcached server node:
let client = memcache: :connect("memcache+tls://<cluster_endpoint>:112117
verify_mode=none").unwrap();

// set a string value
client.set("foo", "bar", 0).unwrap();

Connect using Memcached Go client (Gomemcache)

See https://github.com/bradfitz/gomemcache

c := New(net.JoinHostPort("{cluster_endpoint}", strconv.Itoa(port)))

c.DialContext = func(ctx context.Context, network, addr string) (net.Conn, error) {
var td tls.Dialer

td.Config = &tls.Config{}

return td.DialContext(ctx, network, addr)

}
foo := &Item{Key: "foo", Value: []byte("fooval"), Flags: 123}
err := c.Set(foo)

Connect using Memcached Ruby client (Dalli)

See https://github.com/petergoldstein/dalli

require 'dalli'

ssl_context = OpenSSL::SSL::SSLContext.new

ssl_context.ssl_version = :SSLv23

ssl_context.verify_hostname = true

ssl_context.verify_mode = OpenSSL::SSL::VERIFY_PEER

client = Dalli::Client.new("<cluster_endpoint>:11211", :ssl_context => ssl_context);
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client.get("abc")

Connect using Memcached .NET client (EnyimMemcachedCore)

See https://github.com/cnblogs/EnyimMemcachedCore

"MemcachedClient": {

"Servers": [

{

"Address": "{cluster_endpoint}",
"Port": 11211

}

1,

"UseSslStream": true

}

You may now proceed to (Optional) Clean up.
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(Optional) Clean up

Using the Amazon Web Services Management Console

The following procedure deletes a single cache from your deployment. To delete multiple caches,
repeat the procedure for each cache that you want to delete. You do not need to wait for one cache
to finish deleting before starting the procedure to delete another cache.

To delete a cache

1. Signin to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. In the ElastiCache console dashboard, choose the engine that is running on the cache that you
want to delete. A list of all caches running that engine appears.

3. To choose the cache to delete, choose the cache's name from the list of caches.

/A Important

You can only delete one cache at a time from the ElastiCache console. Choosing
multiple caches disables the delete operation.

4. For Actions, choose Delete.

5. In the Delete Cache confirmation screen, choose Delete to delete the cache, or choose Cancel
to keep the cluster.

6. If you chose Delete, the status of the cache changes to deleting.

As soon as your cache moves in to the DELETING status, you stop incurring charges for it.
Using the Amazon CLI

The following code deletes the cache my-cache.

aws elasticache delete-serverless-cache --serverless-cache-name my-cache

The delete-serverless-cache CLI action only deletes one serverless cache. To delete multiple caches,
call delete-serverless-cache for each serverless cache that you want to delete. You do not need to
wait for one serverless cache to finish deleting before deleting another.
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For Linux, macOS, or Unix:

aws elasticache delete-serverless-cache \
--serverless-cache-name my-cache

For Windows:

aws elasticache delete-serverless-cache 2
--serverless-cache-name my-cache

For more information, see the Amazon CLI for ElastiCache topic delete-serverless-cache.
You may now proceed to Next Steps.
Next Steps

For more information about ElastiCache see:

Working with ElastiCache

Scaling ElastiCache

Quotas for ElastiCache

ElastiCache best practices and caching strategies

Viewing ElastiCache events

Tutorials: Getting started with Python and ElastiCache

This section contains hands-on tutorials to help you learn about ElastiCache for Valkey and Redis
0OSS. We encourage you to work through one of the language-specific tutorials.

(® Note

Amazon SDKs are available for a wide variety of languages. For a complete list, see Tools
for Amazon Web Services.

Topics

« Python and ElastiCache
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Python and ElastiCache

In this tutorial, you use the Amazon SDK for Python (Boto3) to write simple programs to perform
the following ElastiCache operations:

« Create ElastiCache for Redis OSS clusters (cluster mode enabled and cluster mode disabled)

» Check if users or user groups exist, otherwise create them. (This feature is availably with Valkey
7.2 and onwards, and with Redis OSS 6.0 to 7.1.)

« Connect to ElastiCache

» Perform operations such as setting and getting strings, reading from and writing to steams and
publishing and subscribing from Pub/Sub channel.

As you work through this tutorial, you can refer to the Amazon SDK for Python (Boto)
documentation. The following section is specific to ElastiCache: ElastiCache low-level client

Tutorial Prerequisites

« Set up an Amazon access key to use the Amazon SDKs. For more information, see Setting up
ElastiCache.

« Install Python 3.0 or later. For more information, see https://www.python.org/downloads. For

instructions, see Quickstart in the Boto 3 documentation.

Topics

» Tutorial: Creating ElastiCache clusters and users

« Tutorial: Connecting to ElastiCache

« Usage examples

Tutorial: Creating ElastiCache clusters and users

The following examples use the boto3 SDK for ElastiCache for Redis OSS management operations
(cluster or user creation) and redis-py/redis-py-cluster for data handling.

Topics

+ Create a cluster mode disabled cluster

+ Create a cluster mode disabled cluster with TLS and RBAC
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« Create a cluster mode enabled cluster

+ Create a cluster mode enabled cluster with TLS and RBAC

o Check if users/usergroup exists, otherwise create them

Create a cluster mode disabled cluster

Copy the following program and paste it into a file named CreateClusterModeDisabledCluster.py.

import boto3
import logging

logging.basicConfig(level=1logging.INFO)
client = boto3.client('elasticache"')

def
create_cluster_mode_disabled(CacheNodeType='cache.t3.small',6EngineVersion="'6.0"',NumCacheCluste
cache cluster',6 ReplicationGroupId=None):
"""Creates an ElastiCache Cluster with cluster mode disabled

Returns a dictionary with the API response

:param CacheNodeType: Node type used on the cluster. If not specified,
cache.t3.small will be used

Refer to https://docs.aws.amazon.com/AmazonElastiCache/latest/dg/

CacheNodes.SupportedTypes.html for supported node types

:param EngineVersion: Engine version to be used. If not specified, latest will be
used.

:param NumCacheClusters: Number of nodes in the cluster. Minimum 1 (just a primary
node) and maximun 6 (1 primary and 5 replicas).

If not specified, cluster will be created with 1 primary and 1 replica.

:param ReplicationGroupDescription: Description for the cluster.

:param ReplicationGroupId: Name for the cluster

:return: dictionary with the API results

if not ReplicationGrouplId:
return 'ReplicationGroupId parameter is required'

response = client.create_replication_group(
AutomaticFailoverEnabled=True,
CacheNodeType=CacheNodeType,
Engine="'valkey',
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EngineVersion=EngineVersion,
NumCacheClusters=NumCacheClusters,
ReplicationGroupDescription=ReplicationGroupDescription,
ReplicationGroupId=ReplicationGroupld,
SnapshotRetentionLimit=30,

)

return response

if __name__ == '__main__"':

# Creates an ElastiCache Cluster mode disabled cluster, based on cache.mé6g.large
nodes, Valkey 8.0, one primary and two replicas

elasticacheResponse = create_cluster_mode_disabled(
#CacheNodeType='cache.m6g.large',
EngineVersion='8.0",
NumCacheClusters=3,
ReplicationGroupDescription='Valkey cluster mode disabled with replicas’,
ReplicationGroupId="'valkey202104053"
)

logging.info(elasticacheResponse)

To run the program, enter the following command:
python CreateClusterModeDisabledCluster.py

For more information, see Managing clusters in ElastiCache.

Create a cluster mode disabled cluster with TLS and RBAC

To ensure security, you can use Transport Layer Security (TLS) and Role-Based Access Control
(RBAC) when creating a cluster mode disabled cluster. Unlike Valkey or Redis OSS AUTH, where

all authenticated clients have full replication group access if their token is authenticated, RBAC
enables you to control cluster access through user groups. These user groups are designed as a
way to organize access to replication groups. For more information, see Role-Based Access Control
(RBAC).

Copy the following program and paste it into a file named ClusterModeDisabledWithRBAC.py.

import boto3
import logging
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logging.basicConfig(level=1ogging.INFO)
client = boto3.client('elasticache')

def
create_cluster_mode_disabled_rbac(CacheNodeType="'cache.t3.small',EngineVersion="'6.0",NumCacheC
cache cluster',6 ReplicationGroupId=None, UserGroupIds=None,
SecurityGroupIds=None,CacheSubnetGroupName=None):
"""Creates an ElastiCache Cluster with cluster mode disabled and RBAC

Returns a dictionary with the API response

:param CacheNodeType: Node type used on the cluster. If not specified,
cache.t3.small will be used

Refer to https://docs.aws.amazon.com/AmazonElastiCache/latest/dg/

CacheNodes.SupportedTypes.html for supported node types

:param EngineVersion: Engine version to be used. If not specified, latest will be
used.

:param NumCacheClusters: Number of nodes in the cluster. Minimum 1 (just a primary
node) and maximun 6 (1 primary and 5 replicas).

If not specified, cluster will be created with 1 primary and 1 replica.

:param ReplicationGroupDescription: Description for the cluster.

:param ReplicationGroupId: Mandatory name for the cluster.

:param UserGroupIds: The ID of the user group to be assigned to the cluster.

:param SecurityGroupIds: List of security groups to be assigned. If not defined,
default will be used

:param CacheSubnetGroupName: subnet group where the cluster will be placed. If not
defined, default will be used.

:return: dictionary with the API results

if not ReplicationGrouplId:

return {'Error': 'ReplicationGroupId parameter is required'}
elif not isinstance(UserGroupIds, (list)):
return {'Error': 'UserGrouplds parameter is required and must be a list'}

params={'AutomaticFailoverEnabled': True,
'CacheNodeType': CacheNodeType,
'Engine': ‘'valkey',
'EngineVersion': EngineVersion,
"NumCacheClusters': NumCacheClusters,
'ReplicationGroupDescription': ReplicationGroupDescription,
'ReplicationGroupId': ReplicationGrouplId,
'SnapshotRetentionLimit': 30,
'TransitEncryptionEnabled': True,
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'UserGrouplds' :UserGrouplds

# defaults will be used if CacheSubnetGroupName or SecurityGroups are not explicit.
if isinstance(SecurityGroupIds, (list)):
params.update({'SecurityGroupIds':SecurityGroupIds})
if CacheSubnetGroupName:
params.update({'CacheSubnetGroupName' :CacheSubnetGroupName})

response = client.create_replication_group(**params)
return response

if __name__ == '_main__"':

# Creates an ElastiCache Cluster mode disabled cluster, based on cache.mé6g.large
nodes, Valkey 8.0, one primary and two replicas.
# Assigns the existent user group "mygroup" for RBAC authentication

response=create_cluster_mode_disabled_rbac(

CacheNodeType="'cache.m6g.large’,
EngineVersion='8.0"',
NumCacheClusters=3,
ReplicationGroupDescription="'Valkey cluster mode disabled with replicas’,
ReplicationGroupId='valkey202104',
UserGroupIds=[

'mygroup’
1,
SecurityGroupIds=[

'sg-7cc73803'
1,
CacheSubnetGroupName="default'

logging.info(response)

To run the program, enter the following command:
python ClusterModeDisabledWithRBAC.py

For more information, see Managing clusters in ElastiCache.

Create a cluster mode enabled cluster

Copy the following program and paste it into a file named ClusterModeEnabled.py.
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import boto3
import logging

logging.basicConfig(level=1ogging.INFO)
client = boto3.client('elasticache"')

def
create_cluster_mode_enabled(CacheNodeType="'cache.t3.small',EngineVersion='6.0"',NumNodeGroups=1
ReplicationGroupDescription='Sample cache with cluster mode
enabled',ReplicationGroupId=None):
"""Creates an ElastiCache Cluster with cluster mode enabled

Returns a dictionary with the API response

:param CacheNodeType: Node type used on the cluster. If not specified,
cache.t3.small will be used
Refer to https://docs.aws.amazon.com/AmazonElastiCache/latest/dg/
CacheNodes.SupportedTypes.html for supported node types
:param EngineVersion: Engine version to be used. If not specified, latest will be
used.
:param NumNodeGroups: Number of shards in the cluster. Minimum 1 and maximun 90.
If not specified, cluster will be created with 1 shard.
:param ReplicasPerNodeGroup: Number of replicas per shard. If not specified 1
replica per shard will be created.
:param ReplicationGroupDescription: Description for the cluster.
:param ReplicationGroupId: Name for the cluster
:return: dictionary with the API results

if not ReplicationGroupld:
return 'ReplicationGroupId parameter is required'

response = client.create_replication_group(
AutomaticFailoverEnabled=True,
CacheNodeType=CacheNodeType,
Engine="'valkey',
EngineVersion=EngineVersion,
ReplicationGroupDescription=ReplicationGroupDescription,
ReplicationGroupId=ReplicationGrouplId,

# Creates a cluster mode enabled cluster with 1 shard(NumNodeGroups), 1 primary

node (implicit) and 2 replicas (replicasPerNodeGroup)

NumNodeGroups=NumNodeGroups,
ReplicasPerNodeGroup=ReplicasPerNodeGroup,
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CacheParameterGroupName='default.valkey7.2.cluster.on'

return response

# Creates a cluster mode enabled
response = create_cluster_mode_enabled(
CacheNodeType="'cache.m6g.large’,
EngineVersion='6.0",
ReplicationGroupDescription="'Valkey cluster mode enabled with replicas’,
ReplicationGroupId="'valkey20210',
# Creates a cluster mode enabled cluster with 1 shard(NumNodeGroups), 1 primary
(implicit) and 2 replicas (replicasPerNodeGroup)
NumNodeGroups=2,
ReplicasPerNodeGroup=1,

logging.info(response)

To run the program, enter the following command:
python ClusterModeEnabled.py

For more information, see Managing clusters in ElastiCache.

Create a cluster mode enabled cluster with TLS and RBAC

To ensure security, you can use Transport Layer Security (TLS) and Role-Based Access Control
(RBAC) when creating a cluster mode enabled cluster. Unlike Valkey or Redis OSS AUTH, where

all authenticated clients have full replication group access if their token is authenticated, RBAC
enables you to control cluster access through user groups. These user groups are designed as a
way to organize access to replication groups. For more information, see Role-Based Access Control
(RBAC).

Copy the following program and paste it into a file named ClusterModeEnabledWithRBAC.py.

import boto3
import logging

logging.basicConfig(level=1logging.INFO)
client = boto3.client('elasticache"')
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def
create_cluster_mode_enabled(CacheNodeType="'cache.t3.small',6 EngineVersion='6.0',NumNodeGroups=1
ReplicationGroupDescription="'Sample cache with cluster
mode enabled',ReplicationGroupId=None,UserGroupIds=None,
SecurityGroupIds=None, CacheSubnetGroupName=None, CacheParameterGroupName="'default.valkey7.2.clu
"""Creates an ElastiCache Cluster with cluster mode enabled and RBAC

Returns a dictionary with the API response

:param CacheNodeType: Node type used on the cluster. If not specified,
cache.t3.small will be used

Refer to https://docs.aws.amazon.com/AmazonElastiCache/latest/dg/

CacheNodes.SupportedTypes.html for supported node types

:param EngineVersion: Engine version to be used. If not specified, latest will be
used.

:param NumNodeGroups: Number of shards in the cluster. Minimum 1 and maximun 90.

If not specified, cluster will be created with 1 shard.

:param ReplicasPerNodeGroup: Number of replicas per shard. If not specified 1
replica per shard will be created.

:param ReplicationGroupDescription: Description for the cluster.

:param ReplicationGroupId: Name for the cluster.

:param CacheParameterGroupName: Parameter group to be used. Must be compatible with
the engine version and cluster mode enabled.

:return: dictionary with the API results

if not ReplicationGrouplId:
return 'ReplicationGroupId parameter is required'
elif not isinstance(UserGroupIds, (list)):
return {'Error': 'UserGrouplds parameter is required and must be a list'}

params={'AutomaticFailoverEnabled': True,
'CacheNodeType': CacheNodeType,
'Engine': ‘'valkey',
'EngineVersion': EngineVersion,
'ReplicationGroupDescription': ReplicationGroupDescription,
'ReplicationGroupId': ReplicationGrouplId,
'SnapshotRetentionLimit': 30,
'TransitEncryptionEnabled': True,
'UserGroupIds' :UserGroupIds,
'"NumNodeGroups': NumNodeGroups,
'ReplicasPerNodeGroup': ReplicasPerNodeGroup,
'CacheParameterGroupName': CacheParameterGroupName
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# defaults will be used if CacheSubnetGroupName or SecurityGroups are not explicit.

if isinstance(SecurityGroupIds, (list)):
params.update({'SecurityGroupIds':SecurityGroupIds})

if CacheSubnetGroupName:
params.update({'CacheSubnetGroupName':CacheSubnetGroupName})

response = client.create_replication_group(**params)
return response
if __name__ == '_main__"':
# Creates a cluster mode enabled cluster
response = create_cluster_mode_enabled(
CacheNodeType="'cache.m6g.large’,
EngineVersion='7.2",
ReplicationGroupDescription='Valkey cluster mode enabled with replicas’,
ReplicationGroupId="'valkey2021",
#  Creates a cluster mode enabled cluster with 1 shard(NumNodeGroups), 1 primary
(implicit) and 2 replicas (replicasPerNodeGroup)
NumNodeGroups=2,
ReplicasPerNodeGroup=1,
UserGroupIds=[
'mygroup’
1,
SecurityGroupIds=[
'sg-7cc73803"'
1,
CacheSubnetGroupName="default'

logging.info(response)

To run the program, enter the following command:
python ClusterModeEnabledWithRBAC. py

For more information, see Managing clusters in ElastiCache.

Check if users/usergroup exists, otherwise create them

With RBAC, you create users and assign them specific permissions by using an access string. You
assign the users to user groups aligned with a specific role (administrators, human resources) that
are then deployed to one or more ElastiCache for Redis OSS replication groups. By doing this, you
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can establish security boundaries between clients using the same Valkey or Redis OSS replication
group or groups and prevent clients from accessing each other’s data. For more information, see
Role-Based Access Control (RBAC).

Copy the following program and paste it into a file named UserAndUserGroups.py. Update the
mechanism for supplying credentials. Credentials in this example are shown as replaceable and
assigned an undeclared item. Avoid hard-coding credentials.

This example uses an access string with the permissions for the user. For more information on
access strings see Specifying Permissions Using an Access String.

import boto3
import logging

logging.basicConfig(level=1logging.INFO)
client = boto3.client('elasticache"')

def check_user_exists(UserId):
"""Checks if UserId exists

Returns True if UserId exists, otherwise False
:param UserId: ElastiCache User ID
:return: True|False
try:
response = client.describe_users(
UserId=UserId,
)
if response['Users'][@]['UserId'].lower() == UserId.lower():
return True
except Exception as e:
if e.response['Error']['Code'] == 'UserNotFound':
logging.info(e.response['Error'])
return False
else:
raise

def check_group_exists(UserGroupld):
"""Checks if UserGroupID exists

Returns True if Group ID exists, otherwise False
:param UserGroupId: ElastiCache User ID
:return: True|False
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try:
response = client.describe_user_groups(
UserGroupId=UserGroupIld
)
if response['UserGroups'][0@]['UserGroupId'].lower() == UserGroupId.lower():
return True
except Exception as e:
if e.response['Error']['Code'] == 'UserGroupNotFound':
logging.info(e.response['Error'])
return False
else:
raise

def create_user(UserId=None,UserName=None,Password=None,AccessString=None):
"""Creates a new user

Returns the ARN for the newly created user or the error message
:param UserId: ElastiCache user ID. User IDs must be unique
:param UserName: ElastiCache user name. ElastiCache allows multiple users with the
same name as long as the associated user ID is unique.
:param Password: Password for user. Must have at least 16 chars.
:param AccessString: Access string with the permissions for the user.
:return: user ARN
try:
response = client.create_usex(
UserId=UserId,
UserName=UserName,
Engine="'Redis"',
Passwords=[Password],
AccessString=AccessString,
NoPasswordRequired=False
)
return response['ARN']
except Exception as e:
logging.info(e.response['Error'])
return e.response['Error']

def create_group(UserGroupId=None, UserIds=None):
"""Creates a new group.
A default user is required (mandatory) and should be specified in the UserIds list

Python and ElastiCache API Version 2015-02-02 58



Amazon ElastiCache

User Guide

Return: Group ARN

:param UserIds: List with user IDs to be associated with the new group. A default

user is required
:param UserGroupId: The ID (name) for the group
:return: Group ARN
try:
response = client.create_user_group(
UserGroupId=UserGroupld,
Engine="'Redis’,
UserIds=UserIds
)
return response['ARN']
except Exception as e:
logging.info(e.response['Error'])

if __name__ == '__main__"':

groupName="mygroup2'
userName = 'myuser2'
userId=groupName+'-"'+userName

# Creates a new user if the user ID does not exist.
for tmpUserId, tmpUserName in [ (userId,userName), (groupName+'-
default', 'default')]:
if not check_user_exists(tmpUserId):
response=create_user(UserId=tmpUserId,
UserName=EXAMPLE ,Password=EXAMPLE,AccessString='on ~* +@all')
logging.info(response)
# assigns the new user ID to the user group
if not check_group_exists(groupName):
UserIds = [ userId , groupName+'-default']
response=create_group(UserGroupId=groupName,UserIds=UserIds)
logging.info(response)

To run the program, enter the following command:

python UserAndUserGroups.py

Tutorial: Connecting to ElastiCache

The following examples use the Valkey or Redis OSS client to connect to ElastiCache.

Python and ElastiCache
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Topics

« Connecting to a cluster mode disabled cluster

« Connecting to a cluster mode enabled cluster

Connecting to a cluster mode disabled cluster

Copy the following program and paste it into a file named ConnectClusterModeDisabled.py. Update
the mechanism for supplying credentials. Credentials in this example are shown as replaceable and
assigned an undeclared item. Avoid hard-coding credentials.

from redis import Redis
import logging

logging.basicConfig(level=1logging.INFO)
redis = Redis(host='primary.xxx.yyyyyy.zzzl.cache.amazonaws.com', port=6379,

decode_responses=True, ssl=True, username=example, password=EXAMPLE)

if redis.ping():
logging.info("Connected to Redis")

To run the program, enter the following command:
python ConnectClusterModeDisabled.py
Connecting to a cluster mode enabled cluster

Copy the following program and paste it into a file named ConnectClusterModeEnabled.py.

from rediscluster import RedisCluster
import logging

logging.basicConfig(level=1logging.INFOQ)

redis = RedisCluster(startup_nodes=[{"host":
"xxx.yyy.clustercfg.zzzl.cache.amazonaws.com", "port": "6379"}],
decode_responses=True,skip_full_coverage_check=True)

if redis.ping():
logging.info("Connected to Redis")

To run the program, enter the following command:
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python ConnectClusterModeEnabled.py
Usage examples

The following examples use the boto3 SDK for ElastiCache to work with ElastiCache for Redis OSS.

Topics

« Set and Get strings

» Set and Get a hash with multiple items

e Publish (write) and subscribe (read) from a Pub/Sub channel

o Write and read from a stream

Set and Get strings

Copy the following program and paste it into a file named SetAndGetStrings.py.

import time
import logging
logging.basicConfig(level=1ogging.INFO, format="'%(asctime)s: %(message)s')

keyName="'mykey'
currTime=time.ctime(time.time())

# Set the key 'mykey' with the current date and time as value.
# The Key will expire and removed from cache in 6@ seconds.

redis.set(keyName, currTime, ex=60)

# Sleep just for better illustration of TTL (expiration) value
time.sleep(5)

# Retrieve the key value and current TTL
keyValue=redis.get(keyName)
keyTTL=redis.ttl(keyName)

logging.info("Key {3} was set at {} and has {} seconds until expired".format(keyName,
keyValue, keyTTL))

To run the program, enter the following command:

python SetAndGetStrings.py
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Set and Get a hash with multiple items

Copy the following program and paste it into a file named SetAndGetHash.py.

import logging
import time

logging.basicConfig(level=1logging.INFO,format="'%(asctime)s: %(message)s')

keyName="'mykey'
keyValues={'datetime': time.ctime(time.time()), 'epochtime': time.time()}

# Set the hash 'mykey' with the current date and time in human readable format
(datetime field) and epoch number (epochtime field).
redis.hset(keyName, mapping=keyValues)

# Set the key to expire and removed from cache in 60 seconds.
redis.expire(keyName, 60)

# Sleep just for better illustration of TTL (expiration) value
time.sleep(5)

# Retrieves all the fields and current TTL
keyValues=redis.hgetall(keyName)
keyTTL=redis.ttl(keyName)

logging.info("Key {} was set at {} and has {} seconds until expired".format(keyName,
keyValues, keyTTL))

To run the program, enter the following command:
python SetAndGetHash.py
Publish (write) and subscribe (read) from a Pub/Sub channel

Copy the following program and paste it into a file named PubAndSub.py.

import logging
import time

def handlerFunction(message):
"""Prints message got from PubSub channel to the log output

Return None
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:param message: message to log

logging.info(message)

logging.basicConfig(level=1logging.INFO)
redis = Redis(host="redis202104053.tihewd.ng.0001.usel.cache.amazonaws.com", port=6379,
decode_responses=True)

# Creates the subscriber connection on "mychannel"
subscriber = redis.pubsub()
subscriber.subscribe(**{'mychannel': handlerFunction})

# Creates a new thread to watch for messages while the main process continues with its
routines
thread = subscriber.run_in_thread(sleep_time=0.01)

# Creates publisher connection on "mychannel"
redis.publish('mychannel', 'My message')

# Publishes several messages. Subscriber thread will read and print on log.
while True:

redis.publish('mychannel',time.ctime(time.time()))

time.sleep(1l)

To run the program, enter the following command:
python PubAndSub.py
Write and read from a stream

Copy the following program and paste it into a file named ReadWriteStream.py.

from redis import Redis

import redis.exceptions as exceptions
import logging

import time

import threading

logging.basicConfig(level=1logging.INFO)

def writeMessage(streamName):
"""Starts a loop writting the current time and thread name to 'streamName'
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:param streamName: Stream (key) name to write messages.
fieldsDict={'writerId':threading.currentThread().getName(), 'myvalue’':None}
while True:

fieldsDict['myvalue'] = time.ctime(time.time())

redis.xadd(streamName, fieldsDict)

time.sleep(1l)

def readMessage(groupName=None, streamName=None):
"""Starts a loop reading from 'streamName'
Multiple threads will read from the same stream consumer group. Consumer group is
used to coordinate data distribution.
Once a thread acknowleges the message, it won't be provided again. If message
wasn't acknowledged, it can be served to another thread.

:param groupName: stream group were multiple threads will read.
:param streamName: Stream (key) name where messages will be read.

readerID=threading.currentThread().getName()
while True:

try:
# Check if the stream has any message
if redis.xlen(streamName)>0:
# Check if if the messages are new (not acknowledged) or not (already
processed)

streamData=redis.xreadgroup(groupName, readerID,
{streamName:'>"'}, count=1)
if len(streamData) > 0:
msgld,message = streamData[@][1][0]
logging.info("{}: Got {} from ID
{}".format(readerID, message,msgIld))
#Do some processing here. If the message has been processed
sucessfuly, acknowledge it and (optional) delete the message.
redis.xack(streamName, groupName, msgId)
logging.info("Stream message ID {} read and processed successfuly
by {}".format(msgId, readerID))
redis.xdel(streamName, msgId)
else:
pass
except:
raise

time.sleep(0.5)
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# Creates the stream 'mystream' and consumer group 'myworkergroup' where multiple
threads will write/read.
try:
redis.xgroup_create('mystream’', 'myworkergroup’',mkstream=True)
except exceptions.ResponseError as e:
logging.info("Consumer group already exists. Will continue despite the error:
{}".format(e))
except:
raise

# Starts 5 writer threads.
for writer_no in range(5):
writerThread = threading.Thread(target=writeMessage, name='writer-'+str(writer_no),
args=('mystream', ),daemon=True)
writerThread.start()

# Starts 10 reader threads
for reader_no in range(10):
readerThread = threading.Thread(target=readMessage, name='reader-'+str(reader_no),
args=('myworkergroup', 'mystream', ),daemon=True)
readerThread.daemon = True
readerThread.start()

# Keep the code running for 30 seconds
time.sleep(30)

To run the program, enter the following command:

python ReadWriteStream.py

Tutorial: Configuring Lambda to access ElastiCache in a VPC

In this tutorial you can learn how to create an ElastiCache serverless cache, create a Lambda
function, then test the Lambda function, and optionally clean up after.

Topics

« Step 1: Creating an ElastiCache serverless cache.

» Step 2: Create a Lambda function for ElastiCache

» Step 3: Test the Lambda function with ElastiCache

» Step 4: Clean up (Optional)
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Step 1: Creating an ElastiCache serverless cache.
To create a serverless cache, follow these steps.
Step 1.1: Create a serverless cache

In this step, you create a serverless cache in the default Amazon VPC in the us-east-1 region in your
account using the Amazon Command Line Interface (CLI). For information on creating serverless
cache using the ElastiCache console or API, see Create a Redis OSS serverless cache.

aws elasticache create-serverless-cache \

--serverless-cache-name cache-01 \
--description "ElastiCache IAM auth application" \
--engine valkey

Note that the value of the Status field is set to CREATING. It can take a minute for ElastiCache to
finish creating your cache.

Step 1.2: Copy serverless cache endpoint

Verify that ElastiCache for Redis OSS has finished creating the cache with the describe-
serverless-caches command.

aws elasticache describe-serverless-caches \
--serverless-cache-name cache-01

Copy the Endpoint Address shown in the output. You'll need this address when you create the
deployment package for your Lambda function.

Step 1.3: Create IAM Role

1. Create an IAM trust policy document, as shown below, for your role that allows your account to
assume the new role. Save the policy to a file named trust-policy.json.

{
"Version": "2012-10-17",
"Statement": [{
"Effect": "Allow",
"Principal": { "AWS": "arn:aws:iam::123456789012:root" 1},
"Action": "sts:AssumeRole"

}I
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{
"Effect": "Allow",
"Principal": {
"Service": "lambda.amazonaws.com"
},
"Action": "sts:AssumeRole"
1]

2. Create an IAM policy document, as shown below. Save the policy to a file named policy.json.

{
"Version": "2012-10-17",

"Statement": [
{
"Effect" : "Allow",

"Action" : [
"elasticache:Connect"

1,

"Resource" : [
"arn:aws:elasticache:us-east-1:123456789012:serverlesscache:cache-01",
"arn:aws:elasticache:us-east-1:123456789012:user:iam-user-01"

3. Create an IAM role.

aws iam create-role \
--role-name "elasticache-iam-auth-app" \
--assume-role-policy-document file://trust-policy.json

4. Create the IAM policy.

aws iam create-policy \
--policy-name "elasticache-allow-all" \
--policy-document file://policy.json

5. Attach the IAM policy to the role.

aws iam attach-role-policy \
--role-name "elasticache-iam-auth-app" \
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--policy-arn "arn:aws:iam::123456789012:policy/elasticache-allow-all"

Step 1.4: Create a default user

1. Create a new default user.

aws elasticache create-user \
--user-name default \
--user-id default-user-disabled \
--engine redis \
--authentication-mode Type=no-password-required \
--access-string "off +get ~keys*"

2. Create a new IAM-enabled user.

aws elasticache create-user \
--user-name iam-user-01 \

--user-id iam-user-01 \

--authentication-mode Type=iam \

--engine redis \

--access-string "on ~* +Eall"

3. Create a user group and attach the user.

aws elasticache create-user-group \
--user-group-id iam-user-group-01 \

--engine redis \

--user-ids default-user-disabled iam-user-01

aws elasticache modify-serverless-cache \

--serverless-cache-name cache-01 \
--user-group-id iam-user-group-01

Step 2: Create a Lambda function for ElastiCache

To create a Lambda function to access the ElastiCache cache, take these steps.

Step 2.1: Create a Lambda function

In this tutorial, we provide example code in Python for your Lambda function.

Step 2: Create a Lambda function for ElastiCache
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Python

The following example Python code reads and writes an item to your ElastiCache cache. Copy the
code and save it into a file named app. py. Be sure to replace the elasticache_endpoint value
in the code with the endpoint address you copied in the previous step.

from typing import Tuple, Union
from urllib.parse import ParseResult, urlencode, urlunparse

import botocore.session

import redis

from botocore.model import Serviceld

from botocore.signers import RequestSigner
from cachetools import TTLCache, cached
import uuid

class ElastiCacheIAMProvider(redis.CredentialProvider):
def __init_ (self, user, cache_name, is_serverless=False, region="us-east-1"):
self.user = user
self.cache_name = cache_name
self.is_serverless = is_serverless
self.region = region

session = botocore.session.get_session()
self.request_signer = RequestSigner(
Serviceld("elasticache"),
self.region,
"elasticache",
"v4'",
session.get_credentials(),
session.get_component("event_emitter"),

# Generated IAM tokens are valid for 15 minutes
@cached(cache=TTLCache(maxsize=128, tt1=900))
def get_credentials(self) -> Union[Tuple[str], Tuple[str, str]]:
query_params = {"Action": "connect", "User": self.user}
if self.is_serverless:
query_params["ResourceType"] = "ServerlessCache"
url = urlunparse(
ParseResult(
scheme="https",
netloc=self.cache_name,
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path:"/",
query=urlencode(query_params),
params="",

fragment="",

)

signed_url = self.request_signer.generate_presigned_url(
{"method": "GET", "url": url, "body": {3}, "headers": {3}, "context": {}},
operation_name="connect",
expires_in=900,
region_name=self.region,
)
# RequestSigner only seems to work if the URL has a protocol, but
# Elasticache only accepts the URL without a protocol
# So strip it off the signed URL before returning
return (self.user, signed_url.removeprefix("https://"))

def lambda_handler(event, context):

username = "iam-user-Q1" # replace with your user id
cache_name = "cache-01" # replace with your cache name
elasticache_endpoint = "cache-01l-xxxxx.serverless.usel.cache.amazonaws.com" #

replace with your cache endpoint

creds_provider = ElastiCacheIAMProvider(user=username, cache_name=cache_name,
is_serverless=True)

redis_client = redis.Redis(host=elasticache_endpoint, port=6379,
credential_provider=creds_provider, ssl=True, ssl_cert_reqgs="none")

key="uuid'
# create a random UUID - this will be the sample element we add to the cache
uuid_in = uuid.uuid4().hex
redis_client.set(key, uuid_in)
result = redis_client.get(key)
decoded_result = result.decode("utf-8")
# check the retrieved item matches the item added to the cache and print
# the results
if decoded_result == uuid_in:
print(f"Success: Inserted {uuid_in}. Fetched {decoded_result} from Valkey.")
else:
raise Exception(f"Bad value retrieved. Expected {uuid_in}, got
{decoded_result}")

return "Fetched value from Valkey"
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This code uses the Python redis-py library to put items into your cache and retrieve them. This code
uses cachetools to cache generated IAM Auth tokens for 15 mins. To create a deployment package
containing redis-py and cachetools, carry out the following steps.

In your project directory containing the app.py source code file, create a folder package to install
the redis-py and cachetools libraries into.

mkdir package

Install redis-py, cachetools using pip.

pip install --target ./package redis
pip install --target ./package cachetools

Create a .zip file containing the redis-py and cachetools libraries. In Linux and macOS, run the
following command. In Windows, use your preferred zip utility to create a .zip file with the redis-py
and cachetools libraries at the root.

cd package
zip -r ../my_deployment_package.zip .

Add your function code to the .zip file. In Linux and macQS, run the following command. In
Windows, use your preferred zip utility to add app.py to the root of your .zip file.

cd ..
zip my_deployment_package.zip app.py

Step 2.2: Create the IAM role (execution role)

Attach the Amazon managed policy named AWSLambdaVPCAccessExecutionRole to the role.

aws iam attach-role-policy \
--role-name "elasticache-iam-auth-app" \
--policy-arn "arn:aws:iam::aws:policy/service-role/AWSLambdaVPCAccessExecutionRole"

Step 2.3: Upload the deployment package (create the Lambda function)

In this step, you create the Lambda function (AccessValkey) using the create-function Amazon CLI
command.
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From the project directory that contains your deployment package .zip file, run the following
Lambda CLI create-function command.

For the role option, use the ARN of the execution role you created in the previous step. For the vpc-
config enter comma separated lists of your default VPC's subnets and your default VPC's security
group ID. You can find these values in the Amazon VPC console. To find your default VPC's subnets,
choose Your VPCs, then choose your Amazon account's default VPC. To find the security group for
this VPC, go to Security and choose Security groups. Ensure that you have the us-east-1 region
selected.

aws lambda create-function \

--function-name AccessValkey \

--region us-east-1 \

--zip-file fileb://my_deployment_package.zip \

--role arn:aws:iam::123456789012:role/elasticache-iam-auth-app \

--handler app.lambda_handler \

--runtime python3.12 \

--timeout 30 \

--vpc-config SubnetIds=comma-separated-vpc-subnet-ids,SecurityGroupIds=default-
security-group-id

Step 3: Test the Lambda function with ElastiCache

In this step, you invoke the Lambda function manually using the invoke command. When the
Lambda function executes, it generates a UUID and writes it to the ElastiCache cache that you
specified in your Lambda code. The Lambda function then retrieves the item from the cache.

1. Invoke the Lambda function (AccessValkey) using the Amazon Lambda invoke command.

aws lambda invoke \
--function-name AccessValkey \
--region us-east-1 \

output.txt

2. Verify that the Lambda function executed successfully as follows:

» Review the output.txt file.

« Verify the results in CloudWatch Logs by opening the CloudWatch console and choosing the
log group for your function (/aws/lambda/AccessValkey). The log stream should contain
output similar to the following:
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Success: Inserted 826e70c5f4d2478c8c18027125a3e0le.

826e70c5f4d2478c8c18027125a3e@1le from Valkey.

e Review the results in the Amazon Lambda console.

Step 4: Clean up (Optional)
To clean up, take these steps.

Step 4.1: Delete Lambda function

aws lambda delete-function \
--function-name AccessValkey

Step 4.2: Delete Serverless cache

Delete the cache.

aws elasticache delete-serverless-cache \
--serverless-cache-name cache-01

Remove users and user group.

aws elasticache delete-user \
--user-id default-user-disabled

aws elasticache delete-user \
--user-id iam-user-01

aws elasticache delete-user-group \
--user-group-id iam-user-group-01

Step 4.3: Remove IAM Role and policies

aws iam detach-role-policy \
--role-name "elasticache-iam-auth-app" \

--policy-arn "arn:aws:iam::123456789012:policy/elasticache-allow-all"

aws iam detach-role-policy \

Step 4: Clean up (Optional)
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--role-name "elasticache-iam-auth-app" \
--policy-arn "arn:aws:iam::aws:policy/service-role/AWSLambdaVPCAccessExecutionRole"

aws iam delete-role \
--role-name "elasticache-iam-auth-app"

aws iam delete-policy \
--policy-arn "arn:aws:iam::123456789012:policy/elasticache-allow-all"
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Designing and managing your own ElastiCache cluster

If you need fine-grained control over your ElastiCache cluster, you can choose to design your
own cluster. ElastiCache enables you to operate a node-based cluster by choosing the node-
type, number of nodes, and node placement across Amazon Availability Zones for your cluster.
Since ElastiCache is a fully-managed service, it automatically manages hardware provisioning,
monitoring, node replacements, and software patching for your cluster.

For information on setting up see Setting up ElastiCache. For details on managing, updating

or deleting nodes or clusters, see Managing nodes in ElastiCache. For an overview of the major

components of an Amazon ElastiCache deployment when you design your own ElastiCache cluster,
see these key concepts.

Topics

 ElastiCache components and features

» ElastiCache terminology

 Tutorial: How to design your own cluster

» Deleting a cluster

+ Other ElastiCache tutorials and videos

« Managing nodes in ElastiCache

« Managing clusters in ElastiCache

« Comparing Valkey, Memcached, and Redis OSS self-designed caches

« Online migration for Valkey or Redis OSS

« Choosing regions and availability zones for ElastiCache

ElastiCache components and features

Following, you can find an overview of the major components of an Amazon ElastiCache
deployment.

Topics

o ElastiCache nodes

« ElastiCache shards

« ElastiCache clusters
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 ElastiCache replication

» ElastiCache endpoints

 ElastiCache parameter groups

 ElastiCache security

» ElastiCache subnet groups

« ElastiCache backups

+ ElastiCache events

ElastiCache nodes

A node is the smallest building block of an ElastiCache deployment. A node can exist in isolation
from or in some relationship to other nodes.

A node is a fixed-size chunk of secure, network-attached RAM. Each node runs an instance of the
engine and version that was chosen when you created your cluster. If necessary, you can scale
the nodes in a cluster up or down to a different instance type. For more information, see Scaling
ElastiCache.

Every node within a cluster is the same instance type and runs the same cache engine. Each cache
node has its own Domain Name Service (DNS) name and port. Multiple types of cache nodes are
supported, each with varying amounts of associated memory. For a list of supported node instance
types, see Supported node types.

You can purchase nodes on a pay-as-you-go basis, where you only pay for your use of a node.

Or you can purchase reserved nodes at a much-reduced hourly rate. If your usage rate is high,
purchasing reserved nodes can save you money. Suppose that your cluster is almost always in use,
and you occasionally add nodes to handle use spikes. In this case, you can purchase a number of
reserved nodes to run most of the time. You can then purchase pay-as-you-go nodes for the times
you occasionally need to add nodes. For more information on reserved nodes, see Reserved nodes.

For more information on nodes, see Managing nodes in ElastiCache.

ElastiCache shards

A Valkey or Redis OSS shard (called a node group in the APl and CLI) is a grouping of one to six
related nodes. A Valkey or Redis OSS cluster with cluster mode enabled always has at least one
shard.
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Sharding is a method of database partitioning that separates large databases into smaller, faster,
and more easily managed parts called data shards. This can increase database efficiency by
distributing operations across multiple separate sections. Using shards can offer many benefits
including improved performance, scalability, and cost efficiency.

Valkey and Redis OSS clusters with cluster mode enabled can have up to 500 shards, with your data
partitioned across the shards. The node or shard limit can be increased to a maximum of 500 per
cluster if the Valkey or Redis OSS engine version is 5.0.6 or higher. For example, you can choose

to configure a 500 node cluster that ranges between 83 shards (one primary and 5 replicas per
shard) and 500 shards (single primary and no replicas). Make sure there are enough available IP
addresses to accommodate the increase. Common pitfalls include the subnets in the subnet group
have too small a CIDR range or the subnets are shared and heavily used by other clusters. For more
information, see Creating a subnet group. For versions below 5.0.6, the limit is 250 per cluster.

To request a limit increase, see Amazon Service Limits and choose the limit type Nodes per cluster

per instance type.

A multiple node shard implements replication by having one read/write primary node and 1-5
replica nodes. For more information, see High availability using replication groups.

For more information on shards, see Working with shards in ElastiCache.

ElastiCache clusters

A cluster is a logical grouping of one or more nodes. Data is partitioned across the nodes in a
Memcached cluster, and across the shards in a Valkey or Redis OSS cluster that has cluster mode
enabled.

Many ElastiCache operations are targeted at clusters:

» Creating a cluster

« Modifying a cluster

» Taking snapshots of a cluster (all versions of Redis)
 Deleting a cluster

« Viewing the elements in a cluster

« Adding or removing cost allocation tags to and from a cluster

For more detailed information, see the following related topics:
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« Managing clusters in ElastiCache and Managing nodes in ElastiCache

Information about clusters, nodes, and related operations.

« Amazon service limits; Amazon ElastiCache

Information about ElastiCache limits, such as the maximum number of nodes or clusters. To
exceed certain of these limits, you can make a request using the Amazon ElastiCache cache node

request form.
« Mitigating Failures

Information about improving the fault tolerance of your clusters and Valkey or Redis OSS
replication groups.

Typical cluster configurations
Following are typical cluster configurations.
Valkey or Redis OSS clusters

Valkey or Redis OSS clusters with cluster mode disabled always contain just one shard (in the API
and CLI, one node group). A Valkey or Redis OSS shard contains one to six nodes. If there is more
than one node in a shard, the shard supports replication. In this case, one node is the read/write
primary node and the others are read-only replica nodes.

For improved fault tolerance, we recommend having at least two nodes in a Valkey or Redis OSS
cluster and enabling Multi-AZ. For more information, see Mitigating Failures.

As demand upon your Valkey or Redis OSS cluster changes, you can scale up or down. To do

this, move your cluster to a different node instance type. If your application is read intensive, we
recommend adding read-only replicas to the cluster. By doing this, you can spread the reads across
a more appropriate number of nodes.

You can also use data-tiering. More frequently accessed data is stored in memory and less
frequently accessed data is stored on disk. The advantage of using data tiering is that it decreases
memory needs. For more information, see Data tiering in ElastiCache.

ElastiCache supports changing a Valkey or Redis OSS cluster's node type to a larger node type
dynamically. For information on scaling up or down, see Scaling single-node clusters for Valkey or
Redis OSS (Cluster Mode Disabled) or Scaling replica nodes for Valkey or Redis OSS (Cluster Mode
Disabled).
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Typical cluster configurations for Memcached

Memcached supports up to 300 nodes per customer for each Amazon Region with each cluster
having 1-60 nodes. You partition your data across the nodes in a Memcached cluster.

When you run the Memcached engine, clusters can be made up of 1-60 nodes. You partition your
database across the nodes. Your application reads and writes to each node's endpoint. For more
information, see Auto Discovery.

For improved fault tolerance, locate your Memcached nodes in various Availability Zones (AZs)
within the cluster's Amazon Region. That way, a failure in one AZ has minimal impact upon your
entire cluster and application. For more information, see Mitigating Failures.

As demand upon your Memcached cluster changes, you can scale out or in by adding or removing
nodes, which repartitions your data across the new number of nodes. When you partition your
data, we recommend using consistent hashing. For more information about consistent hashing, see
Configuring your ElastiCache client for efficient load balancing (Memcached).

ElastiCache replication

For Valkey and Redis OSS, replication is implemented by grouping from two to six nodes in a shard
(in the APl and CLI, called a node group). One of these nodes is the read/write primary node. All
the other nodes are read-only replica nodes. Replications are only available for ElastiCache for
Valkey and Redis OSS, and not for ElastiCache for Memcached.

Each replica node maintains a copy of the data from the primary node. Replica nodes use
asynchronous replication mechanisms to keep synchronized with the primary node. Applications
can read from any node in the cluster but can write only to primary nodes. Read replicas enhance
scalability by spreading reads across multiple endpoints. Read replicas also improve fault tolerance
by maintaining multiple copies of the data. Locating read replicas in multiple Availability Zones
further improves fault tolerance. For more information on fault tolerance, see Mitigating Failures.

Valkey or Redis OSS clusters support one shard (in the APl and CLI, called a node group).

Replication from the APl and CLI perspective uses different terminology to maintain compatibility
with previous versions, but the results are the same. The following table shows the APl and CLI
terms for implementing replication.

Comparing Replication: Valkey or Redis OSS (cluster mode disabled) and Valkey or Redis OSS
(cluster mode enabled)--> Valkey or Redis OSS cluster with cluster mode enabled vs. Valkey or
Redis OSS cluster with cluster mode disabled
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In the following table, you can find a comparison of the features of Valkey or Redis OSS (cluster
mode disabled) and Valkey or Redis OSS (cluster mode enabled) replication groups.

Valkey or Redis OSS cluster
with cluster mode disabled

Shards (node groups) 1
Replicas for each shard (node 0-5
group)

Data partitioning No
Add/Delete replicas Yes
Add/Delete node groups No
Supports scale up Yes
Supports engine upgrades Yes
Promote replica to primary Yes
Multi-AZ Optional
Backup/Restore Yes
Notes:

Valkey or Redis OSS cluster
with cluster mode enabled

1-500

0-5

Yes
Yes
Yes
Yes
Yes
Automatic
Required

Yes

If any primary has no replicas and the primary fails, you lose all that primary's data.

You can use backup and restore to migrate to Valkey or Redis OSS (cluster mode enabled).

You can use backup and restore to resize your Valkey or Redis OSS (cluster mode enabled)

cluster.

All of the shards (in the APl and CLI, node groups) and nodes must reside in the same Amazon

Region. However, you can provision the individual nodes in multiple Availability Zones within that

Amazon Region.

ElastiCache replication
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Read replicas guard against potential data loss because your data is replicated over two or more
nodes—the primary and one or more read replicas. For greater reliability and faster recovery, we
recommend that you create one or more read replicas in different Availability Zones.

You can also leverage Global datastores. By using the Global Datastore for Redis OSS feature, you
can work with fully managed, fast, reliable, and secure replication across Amazon Regions. Using
this feature, you can create cross-Region read replica clusters for ElastiCache to enable low-latency
reads and disaster recovery across Amazon Regions. For more information, see Replication across
Amazon Regions using global datastores.

Replication: Limits and exclusions

o Multi-AZ is not supported on node types T1.

ElastiCache endpoints

An endpoint is the unique address your application uses to connect to an ElastiCache node or
cluster.

Single node endpoints for Valkey or Redis OSS with cluster mode disabled

The endpoint for a single node Valkey or Redis OSS cluster is used to connect to the cluster for
both reads and writes.

Multi-node endpoints for Valkey or Redis OSS with cluster mode disabled

A multiple node Valkey or Redis OSS cluster with cluster mode disabled has two types of
endpoints. The primary endpoint always connects to the primary node in the cluster, even if the
specific node in the primary role changes. Use the primary endpoint for all writes to the cluster.

Use the Reader Endpoint to evenly split incoming connections to the endpoint between all read
replicas. Use the individual Node Endpoints for read operations (In the API/CLI these are referred to
as Read Endpoints).

Valkey or Redis OSS (Cluster Mode Enabled) endpoints

A Valkey or Redis OSS cluster with cluster mode enabled has a single configuration endpoint. By
connecting to the configuration endpoint, your application is able to discover the primary and read
endpoints for each shard in the cluster.
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For more information, see Finding connection endpoints in ElastiCache.

ElastiCache for Memcached endpoints

Each node in a Memcached cluster has its own endpoint. The cluster also has an endpoint called
the configuration endpoint. If you enable Auto Discovery and connect to the configuration
endpoint, your application automatically knows each node endpoint, even after adding or
removing nodes from the cluster. For more information, see Auto Discovery.

For more information, see Finding connection endpoints in ElastiCache.

ElastiCache parameter groups

Cache parameter groups are an easy way to manage runtime settings for supported engine
software. Parameters are used to control memory usage, eviction policies, item sizes, and more.
An ElastiCache parameter group is a named collection of engine-specific parameters that you can
apply to a cluster. By doing this, you make sure that all of the nodes in that cluster are configured
in exactly the same way.

For a list of supported parameters, their default values, and which ones can be modified, see
DescribeEngineDefaultParameters (CLI: describe-engine-default-parameters).

For more detailed information on ElastiCache parameter groups, see Configuring engine

parameters using ElastiCache parameter groups.

ElastiCache security

For enhanced security, ElastiCache node access is restricted to applications running on the Amazon
EC2 instances that you allow. You can control the Amazon EC2 instances that can access your
cluster using security groups.

By default, all new ElastiCache clusters are launched in an Amazon Virtual Private Cloud (Amazon
VPC) environment. You can use subnet groups to grant cluster access from Amazon EC2 instances
running on specific subnets.

In addition to restricting node access, ElastiCache supports TLS and in-place encryption for nodes
running specified versions of ElastiCache. For more information, see the following:

» Data security in Amazon ElastiCache

« Authenticating with the Valkey and Redis OSS AUTH command
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ElastiCache subnet groups

A subnet group is a collection of subnets (typically private) that you can designate for your clusters
running in an Amazon VPC environment.

If you create a cluster in an Amazon VPC, then you must specify a cache subnet group. ElastiCache
uses that cache subnet group to choose a subnet and IP addresses within that subnet to associate
with your cache nodes.

For more information about cache subnet group usage in an Amazon VPC environment, see the
following:

« Amazon VPCs and ElastiCache security

» Step 3. Authorize access to the cluster

« Subnets and subnet groups

ElastiCache backups

A backup is a point-in-time copy of a Valkey or Redis OSS cluster or serverless cache, or a
Memcached serverless cache. Backups can be used to restore an existing cluster or to seed a new
cluster. Backups consist of all the data in a cluster plus some metadata.

Depending upon the version of Valkey or Redis OSS running on your cluster, the backup process
requires differing amounts of reserved memory to succeed. For more information, see the
following:

Snapshot and restore

How synchronization and backup are implemented

Performance impact of backups of self-designed clusters

Ensuring you have enough memory to make a Valkey or Redis OSS snapshot

ElastiCache events

When important events happen on a cache cluster, ElastiCache sends notification to a specific
Amazon SNS topic. These events can include such things as failure or success in adding a node, a
security group modification, and others. By monitoring for key events, you can know the current
state of your clusters and in many cases take corrective action.
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For more information on ElastiCache events, see Amazon SNS monitoring of ElastiCache events.
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ElastiCache terminology

In October 2016, Amazon ElastiCache launched support for Redis OSS 3.2. At that point, we added
support for partitioning your data across up to 500 shards (called node groups in the ElastiCache
APl and Amazon CLI). To preserve compatibility with previous versions, we extended API version
2015-02-02 operations to include the new Redis OSS functionality.

At the same time, we began using terminology in the ElastiCache console that is used in this new
functionality and common across the industry. These changes mean that at some points, the
terminology used in the APl and CLI might be different from the terminology used in the console.
The following list identifies terms that might differ between the APl and CLI and the console.

Cache cluster or node vs. node

There is a one-to-one relationship between a node and a cache cluster when there are no
replica nodes. Thus, the ElastiCache console often used the terms interchangeably. The console
now uses the term node throughout. The one exception is the Create Cluster button, which
launches the process to create a cluster with or without replica nodes.

The ElastiCache API and Amazon CLI continue to use the terms as they have in the past.

Cluster vs. Valkey or Redis OSS replication group

The console now uses the term cluster for all ElastiCache for Redis OSS clusters. The console
uses the term cluster in all these circumstances:

« When the cluster is a single node Valkey or Redis OSS cluster.

« When the cluster is a Valkey or Redis OSS (cluster mode disabled) cluster that supports
replication within a single shard (in the API and CLI, called a node group).

« When the cluster is a Valkey or Redis OSS (cluster mode enabled) cluster that supports
replication within 1-90 shards or up to 500 with a limit increase request. To request a limit
increase, see Amazon service limits and choose the limit type Nodes per cluster per instance
type.

For more information on Valkey or Redis OSS replication groups, see High availability using
replication groups.

The following diagram illustrates the various topologies of ElastiCache for Redis OSS clusters
from the console's perspective.
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ElastiCache (Redis OSS): Console View
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The ElastiCache APl and Amazon CLI operations still distinguish single node ElastiCache for
Redis OSS clusters from multi-node Valkey or Redis OSS replication groups. The following
diagram illustrates the various ElastiCache for Redis OSS topologies from the ElastiCache API
and Amazon CLI perspective.

ElastiCache (Redis OSS): API/CLI View
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Valkey or Redis OSS Replication group vs. global datastore

A global datastore is a collection of one or more clusters that replicate to one another across
Regions, whereas a Valkey or Redis OSS replication group replicates data across a cluster mode
enabled cluster with multiple shards. A global datastore consists of the following:

« Primary (active) cluster — A primary cluster accepts writes that are replicated to all clusters

within the global datastore. A primary cluster also accepts read requests.

» Secondary (passive) cluster — A secondary cluster only accepts read requests and replicates
data updates from a primary cluster. A secondary cluster needs to be in a different Amazon
Region than the primary cluster.

ElastiCache terminology
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For information on global datastores, see Replication across Amazon Regions using global

datastores.

Tutorial: How to design your own cluster

Here are how to design your own cluster for Valkey, Memcached and Redis OSS.

Topics

» Designing your own ElastiCache (Valkey) cluster

» Designing your own ElastiCache Redis OSS cluster

Designing your own ElastiCache (Valkey) cluster

Following are the one-time actions you must take to start designing your ElastiCache (Valkey)
cluster.

Step 1: Create a subnet group

Before you create an ElastiCache (Valkey) cluster, you first create a subnet group. A cache subnet
group is a collection of subnets that you may want to designate for your cache clustersin a

VPC. When launching a cache cluster in a VPC, you need to select a cache subnet group. Then
ElastiCache uses that cache subnet group to assign IP addresses within that subnet to each cache
node in the cluster.

When you create a new subnet group, note the number of available IP addresses. If the subnet has
very few free IP addresses, you might be constrained as to how many more nodes you can add to
the cluster. To resolve this issue, you can assign one or more subnets to a subnet group so that you
have a sufficient number of IP addresses in your cluster's Availability Zone. After that, you can add
more nodes to your cluster.

For further information on setting up ElastiCache see Setting up ElastiCache.

The following procedures show you how to create a subnet group called mysubnetgroup (console)
and the Amazon CLI.

Creating a subnet group (Console)

The following procedure shows how to create a subnet group (console).
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To create a subnet group (Console)

1. Sign in to the Amazon Management Console, and open the ElastiCache console at https://
console.amazonaws.cn/elasticache/.

2. In the navigation list, choose Subnet Groups.
3. Choose Create Subnet Group.
4. Inthe Create Subnet Group wizard, do the following. When all the settings are as you want
them, choose Yes, Create.
a. Inthe Name box, type a name for your subnet group.
b. Inthe Description box, type a description for your subnet group.
c. Inthe VPCID box, choose the Amazon VPC that you created.

d. Inthe Availability Zone and Subnet ID lists, choose the Availability Zone or Using local
zones with ElastiCache and ID of your private subnet, and then choose Add.

Subnet group settings

A subnet group is a collection of subnets (typically private). Designate a subnet group for your clusters running in an Amazon Virtual Private
Cloud (VPC) environment.

Name [k

my-subnet-group
The name is required, can have up to 255 characters, and must begin with a letter. It should not end with a hyphen or contain two
consecutive hyphens. Valid characters: A-Z, a-z, 0-9, and - (hyphen).
Description - optional

test

VPCID
The identifier for the VPC environment where your cluster is to run.

vpc-i v Create VPC [A

(@ For Multi-AZ high availability mode, choose IDs for at least two subnets from two Availability Zones in the
table below.

Selected subnets (6)

Availability Zone A Subnet ID v Outpost ID v CIDR block v
us-east-1a subnet- 172.31.16.0/20
us-east-1b subnet-i 172.31.32.0/20
us-east-Tc subnet- 172.31.0.0/20
us-east-1d subnet- 172.31.80.0/20

Designing your own ElastiCache (Valkey) cluster API Version 2015-02-02 88


https://console.amazonaws.cn/elasticache/
https://console.amazonaws.cn/elasticache/

Amazon ElastiCache User Guide

5. In the confirmation message that appears, choose Close.

Your new subnet group appears in the Subnet Groups list of the ElastiCache console. At the
bottom of the window you can choose the subnet group to see details, such as all of the subnets
associated with this group.

Create a subnet group (Amazon CLI)

At a command prompt, use the command create-cache-subnet-group to create a subnet
group.

For Linux, OS X, or Unix:

aws elasticache create-cache-subnet-group \
--cache-subnet-group-name mysubnetgroup \
--cache-subnet-group-description "Testing" \
--subnet-ids subnet-53df9c3a

For Windows:

aws elasticache create-cache-subnet-group *
--cache-subnet-group-name mysubnetgroup "
--cache-subnet-group-description "Testing" *
--subnet-ids subnet-53df9c3a

This command should produce output similar to the following:

"CacheSubnetGroup": {
"VpcId": "vpc-37c3cdl?7",

"CacheSubnetGroupDescription": "Testing",
"Subnets": [
{

"SubnetIdentifier": "subnet-53df9c3a",
"SubnetAvailabilityZone": {
"Name": "us-west-2a"

1,

"CacheSubnetGroupName": "mysubnetgroup"
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}

For more information, see the Amazon CLI topic create-cache-subnet-group.

Step 2: Create a cluster

Before creating a cluster for production use, you obviously need to consider how you will configure
the cluster to meet your business needs. Those issues are addressed in the Preparing a cluster in

ElastiCache section. For the purposes of this Getting Started exercise, you will create a cluster with
cluster mode disabled and you can accept the default configuration values where they apply.

The cluster you create will be live, and not running in a sandbox. You will incur the standard
ElastiCache usage fees for the instance until you delete it. The total charges will be minimal
(typically less than a dollar) if you complete the exercise described here in one sitting and delete
your cluster when you are finished. For more information about ElastiCache usage rates, see
Amazon ElastiCache.

Your cluster is launched in a virtual private cloud (VPC) based on the Amazon VPC service.

Creating a Valkey (cluster mode disabled) cluster (Console)
To create a Valkey (cluster mode disabled) cluster using the ElastiCache console

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. From the list in the upper-right corner, choose the Amazon Region that you want to launch this
cluster in.

3. Choose Get started from the navigation pane.

4. Choose Create VPC and follow the steps outlined at Creating a Virtual Private Cloud (VPC).

5. On the ElastiCache dashboard page, choose Valkey cache or Redis OSS cache and then choose
Create Valkey cache or Create Redis OSS cache.

6. Under Cluster settings, do the following:

a. Choose Configure and create a new cluster.
b. For Cluster mode, choose Disabled.

c. For Cluster info enter a value for Name.
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d. (Optional) Enter a value for Description.

7. Under Location:
Amazon Cloud

1. For Amazon Cloud, we recommend you accept the default settings for Multi-AZ and
Auto-failover. For more information, see Minimizing downtime in ElastiCache for Redis
0SS with Multi-AZ.

2. Under Cluster settings

a. For Engine version, choose an available version.

b. For Port, use the default port, 6379. If you have a reason to use a different port,
enter the port number.

c. For Parameter group, choose a parameter group or create a new one. Parameter
groups control the runtime parameters of your cluster. For more information
on parameter groups, see Valkey and Redis OSS parameters and Creating an

ElastiCache parameter group.

® Note

When you select a parameter group to set the engine configuration values,
that parameter group is applied to all clusters in the global datastore.

On the Parameter Groups page, the yes/no Global attribute indicates
whether a parameter group is part of a global datastore.

d. For Node type, choose the down arrow
(*
In the Change node type dialog box, choose a value for Instance family for the
node type that you want. Then choose the node type that you want to use for this
cluster, and then choose Save.

For more information, see Choosing your node size.

If you choose an r6gd node type, data-tiering is automatically enabled. For more
information, see Data tiering in ElastiCache.

e. For Number of replicas, choose the number of read replicas you want. If you
enabled Multi-AZ, the number must be between 1-5.
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3. Under Connectivity

a. For Network type, choose the IP version(s) this cluster will support.

b. For Subnet groups, choose the subnet that you want to apply to this cluster.
ElastiCache uses that subnet group to choose a subnet and IP addresses within
that subnet to associate with your nodes. ElastiCache clusters require a dual-stack
subnet with both IPv4 and IPv6 addresses assigned to them to operate in dual-
stack mode and an IPv6-only subnet to operate as IPv6-only.

When creating a new subnet group, enter the VPC ID to which it belongs.

For more information, see:

« Choosing a network type in ElastiCache.

o Create a subnet in your VPC.

If you are Using local zones with ElastiCache, you must create or choose a subnet

that is in the local zone.

For more information, see Subnets and subnet groups.

4. For Availability zone placements, you have two options:

» No preference - ElastiCache chooses the Availability Zone.

« Specify availability zones — You specify the Availability Zone for each cluster.

If you chose to specify the Availability Zones, for each cluster in each shard, choose
the Availability Zone from the list.

For more information, see Choosing regions and availability zones for ElastiCache.

5. Choose Next
6. Under Advanced Valkey or Redis OSS settings

o  For Security:
i. To encrypt your data, you have the following options:

« Encryption at rest — Enables encryption of data stored on disk. For more
information, see Encryption at Rest.
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® Note

You have the option to supply a different encryption key by
choosing Customer Managed Amazon KMS key and choosing the
key. For more information, see Using customer managed keys from
Amazon KMS.

« Encryption in-transit — Enables encryption of data on the wire. For more
information, see encryption in transit. For Valkey and for Redis OSS 6.0 and
above, if you enable Encryption in-transit you will be prompted to specify
one of the following Access Control options:

o No Access Control — This is the default setting. This indicates no
restrictions on user access to the cluster.

« User Group Access Control List — Select a user group with a defined set
of users that can access the cluster. For more information, see Managing
User Groups with the Console and CLI.

o AUTH Default User — An authentication mechanism for Redis OSS server.
For more information, see AUTH.

e AUTH - An authentication mechanism for Redis OSS server. For more
information, see AUTH.

® Note

For Valkey and for Redis OSS versions between 3.2.6 onward,
excluding version 3.2.10, Redis OSS AUTH is the sole option.

ii. For Security groups, choose the security groups that you want for this cluster.
A security group acts as a firewall to control network access to your cluster.
You can use the default security group for your VPC or create a new one.

For more information on security groups, see Security groups for your VPC in
the Amazon VPC User Guide.

7. For regularly scheduled automatic backups, select Enable automatic backups and then
enter the number of days that you want each automatic backup retained before it is
automatically deleted. If you don't want regularly scheduled automatic backups, clear
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the Enable automatic backups check box. In either case, you always have the option to
create manual backups.

For more information on Redis OSS backup and restore, see Snapshot and restore.

8. (Optional) Specify a maintenance window. The maintenance window is the time,
generally an hour in length, each week when ElastiCache schedules system
maintenance for your cluster. You can allow ElastiCache to choose the day and time
for your maintenance window (No preference), or you can choose the day, time, and
duration yourself (Specify maintenance window). If you choose Specify maintenance
window from the lists, choose the Start day, Start time, and Duration (in hours) for your
maintenance window. All times are UCT times.

For more information, see Managing ElastiCache cluster maintenance.

9. (Optional) For Logs:

« Under Log format, choose either Text or JSON.
« Under Destination Type, choose either CloudWatch Logs or Kinesis Firehose.

« Under Log destination, choose either Create new and enter either your CloudWatch
Logs log group name or your Firehose stream name, or choose Select existing and
then choose either your CloudWatch Logs log group name or your Firehose stream
name,

10. For Tags, to help you manage your clusters and other ElastiCache resources, you can
assign your own metadata to each resource in the form of tags. For mor information,
see Tagging your ElastiCache resources.

11. Choose Next.

12. Review all your entries and choices, then make any needed corrections. When you're
ready, choose Create.
On premises

1. For On premises, we recommend you leave Auto-failover enabled. For more
information, see Minimizing downtime in ElastiCache for Redis OSS with Multi-AZ

2. To finish creating the cluster, follow the steps at Using Outposts.
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As soon as your cluster's status is available, you can grant Amazon EC2 access to it, connect to it,
and begin using it. For more information, see Step 3. Authorize access to the cluster and Step 4.
Connect to the cluster's node.

/A Important

Once your cluster is available, you're billed for each hour or partial hour that the cluster
is active, even if you're not actively using it. To stop incurring charges for this cluster, you
must delete it. See Deleting a cluster in ElastiCache.

To work with cluster mode enabled, see the following topics:

» To use the console, see Creating a Valkey or Redis OSS (cluster mode enabled) cluster (Console).

» To use the Amazon CLI, see Creating a Valkey or Redis OSS (cluster mode enabled) cluster
(Amazon CLI).
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Step 3. Authorize access to the cluster

This section assumes that you are familiar with launching and connecting to Amazon EC2 instances.
For more information, see the Amazon EC2 Getting Started Guide.

All ElastiCache clusters are designed to be accessed from an Amazon EC2 instance. The most
common scenario is to access an ElastiCache cluster from an Amazon EC2 instance in the same
Amazon Virtual Private Cloud (Amazon VPC), which will be the case for this exercise.

By default, network access to your cluster is limited to the account that was used to create it.
Before you can connect to a cluster from an EC2 instance, you must authorize the EC2 instance to
access the cluster.

The most common use case is when an application deployed on an EC2 instance needs to connect
to a cluster in the same VPC. The simplest way to manage access between EC2 instances and
clusters in the same VPC is to do the following:

1. Create a VPC security group for your cluster. This security group can be used to restrict access
to the cluster instances. For example, you can create a custom rule for this security group that
allows TCP access using the port you assigned to the cluster when you created it and an IP
address you will use to access the cluster.

The default port for Valkey or Redis OSS clusters and replication groups is 6379.

/A Important

Amazon ElastiCache security groups are only applicable to clusters that are not
running in an Amazon Virtual Private Cloud environment (VPC). If you are running

in an Amazon Virtual Private Cloud, Security Groups is not available in the console
navigation pane.

If you are running your ElastiCache nodes in an Amazon VPC, you control access to
your clusters with Amazon VPC security groups, which are different from ElastiCache
security groups. For more information about using ElastiCache in an Amazon VPC, see
Amazon VPCs and ElastiCache security

2. Create a VPC security group for your EC2 instances (web and application servers). This security
group can, if needed, allow access to the EC2 instance from the Internet via the VPC's routing
table. For example, you can set rules on this security group to allow TCP access to the EC2
instance over port 22.

Designing your own ElastiCache (Valkey) cluster API Version 2015-02-02 96


https://docs.amazonaws.cn/AWSEC2/latest/GettingStartedGuide/

Amazon ElastiCache User Guide

3. Create custom rules in the security group for your Cluster that allow connections from the
security group you created for your EC2 instances. This would allow any member of the
security group to access the clusters.

® Note

If you are planning to use Local Zones, ensure that you have enabled them. When you
create a subnet group in that local zone, your VPC is extended to that Local Zone and your
VPC will treat the subnet as any subnet in any other Availability Zone. All relevant gateways
and route tables will be automatically adjusted.

To create a rule in a VPC security group that allows connections from another security group

1. Sign in to the Amazon Management Console and open the Amazon VPC console at https://
console.aws.amazon.com/vpc.

2. In the navigation pane, choose Security Groups.

3. Select or create a security group that you will use for your Cluster instances. Under Inbound
Rules, select Edit Inbound Rules and then select Add Rule. This security group will allow
access to members of another security group.

4. From Type choose Custom TCP Rule.

a. For Port Range, specify the port you used when you created your cluster.

The default port for Valkey or Redis OSS clusters and replication groups is 6379.

b. Inthe Source box, start typing the ID of the security group. From the list select the
security group you will use for your Amazon EC2 instances.

5. Choose Save when you finish.

Inbound rules (3)

Q

Name Security group rule... 1P version Type Protocol Port range Source Description

sgr- IPv4 SSH TCP 22 0.0.0.0/0

sgr-4 = Custom TCP TCP 6379 sg- / default

Once you have enabled access, you are now ready to connect to the node, as discussed in the next
section.
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For information on accessing your ElastiCache cluster from a different Amazon VPC, a different
Amazon Region, or even your corporate network, see the following:

o Access Patterns for Accessing an ElastiCache Cache in an Amazon VPC

» Accessing ElastiCache resources from outside Amazon
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Step 4. Connect to the cluster's node

Before you continue, complete Step 3. Authorize access to the cluster.

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, see the Amazon EC2 Getting Started Guide.

An Amazon EC2 instance can connect to a cluster node only if you have authorized it to do so.
Find your node endpoints

When your cluster is in the available state and you've authorized access to it, you can log in to an
Amazon EC2 instance and connect to the cluster. To do so, you must first determine the endpoint.

Finding a Valkey (cluster mode disabled) cluster's endpoints (Console)

If a Valkey (cluster mode disabled) cluster has only one node, the node's endpoint is used for both
reads and writes. If the cluster has multiple nodes, there are three types of endpoints; the primary
endpoint, the reader endpoint and the node endpoints.

The primary endpoint is a DNS name that always resolves to the primary node in the cluster. The
primary endpoint is immune to changes to your cluster, such as promoting a read replica to the
primary role. For write activity, we recommend that your applications connect to the primary
endpoint.

A reader endpoint will evenly split incoming connections to the endpoint between all read replicas
in a ElastiCache cluster. Additional factors such as when the application creates the connections

or how the application (re)-uses the connections will determine the traffic distribution. Reader
endpoints keep up with cluster changes in real-time as replicas are added or removed. You can
place your ElastiCache cluster’s multiple read replicas in different Amazon Availability Zones (AZ) to
ensure high availability of reader endpoints.

(® Note

A reader endpoint is not a load balancer. It is a DNS record that will resolve to an IP address
of one of the replica nodes in a round robin fashion.

For read activity, applications can also connect to any node in the cluster. Unlike the primary
endpoint, node endpoints resolve to specific endpoints. If you make a change in your cluster, such
as adding or deleting a replica, you must update the node endpoints in your application.
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To find a Valkey (cluster mode disabled) cluster's endpoints

1. Signin to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

2. From the navigation pane, choose Valkey caches or Redis OSS caches.

The clusters screen will appear with a list that will include any existing Valkey or Redis OSS
serverless caches, Valkey (cluster mode disabled) and Valkey (cluster mode enabled) clusters.
Choose the cluster you created in the Creating a Valkey (cluster mode disabled) cluster

(Console) section.

3. To find the cluster's Primary and/or Reader endpoints, choose the cluster's name (not the radio

button).
¥ Cluster details
Cluster name Description Node type Status
| cache.r6g.large @ Available
Engine Engine version Global datastore Global datastare role
Redis 0SS 6.05
Update status Cluster mode Shards Number of nodes
Update available off 1 3
Data tiering Multi-AZ Auto-failover Encryption in transit
Disabled Enabled Enabled % Disabled
Encryption at rest Parameter group Outpost ARN Configuration endpoint
Disabled default.redis6.x
Primary endpoint Reader endpoint ARN
-encrypted.liru6f.ng.0001.use1.cache.ama -encrypted-ro.llru6f.ng.0001.use1.cache.a

zonaws.com:6379 mazonaws.com:6379

Primary and Reader endpoints for a Valkey (cluster mode disabled) cluster

If there is only one node in the cluster, there is no primary endpoint and you can continue at
the next step.

4. |If the Valkey (cluster mode disabled) cluster has replica nodes, you can find the cluster's replica
node endpoints by choosing the cluster's name and then choosing the Nodes tab.

The nodes screen appears with each node in the cluster, primary and replicas, listed with its
endpoint.
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Hode Name o Status Current Role Port Endpoint

test-no-001 availakle primany 837o SMAZoNaws. Com

test-no-002 available replica 8379 AMATONEWS. DT

test-no-0032 availakle replica 837e SMAZoNaws. Com

Node endpoints for a Valkey (cluster mode disabled) cluster

5. To copy an endpoint to your clipboard:

a. One endpoint at a time, find the endpoint you want to copy.

b. Choose the copy icon directly in front of the endpoint.

The endpoint is now copied to your clipboard. For information on using the endpoint to
connect to a node, see Connecting to nodes.

A Valkey (cluster mode disabled) primary endpoint looks something like the following. There is a
difference depending upon whether or not In-Transit encryption is enabled.

In-transit encryption not enabled

clusterName. xxxxxx.nodeld.regionAndAz.cache.amazonaws.com:port

redis-01.7abc2d.0001.usw2.cache.amazonaws.com:6379

In-transit encryption enabled

master.clusterName.xxxxxx.regionAndAz.cache.amazonaws.com:port

master.ncit.ameaqgx.usel.cache.amazonaws.com:6379

To further explore how to find your endpoints, see the relevant topics for the engine and cluster
type you're running.

« Finding connection endpoints in ElastiCache

» Finding Endpoints for a Valkey or Redis OSS (Cluster Mode Enabled) Cluster (Console)—You need
the cluster's Configuration endpoint.
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» Finding Endpoints (Amazon CLI)
» Finding Endpoints (ElastiCache API)

Connect to a Valkey or Redis OSS cluster or replication group (Linux)

Now that you have the endpoint you need, you can log in to an EC2 instance and connect to the
cluster or replication group. In the following example, you use the valkey-cli utility to connect
to a cluster. The latest version of valkey-cli also supports SSL/TLS for connecting encryption/
authentication enabled clusters.

The following example uses Amazon EC2 instances running Amazon Linux and Amazon Linux 2. For
details on installing and compiling valkey-cli with other Linux distributions, see the documentation
for your specific operating system..

® Note

This process covers testing a connection using valkey-cli utility for unplanned use only.
For a list of supported Valkey and Redis OSS clients, see the Valkey documentation. For
examples of using the Amazon SDKs with ElastiCache, see Tutorials: Getting started with
Python and ElastiCache.

Connecting to a cluster mode disabled unencrypted-cluster

1.  Run the following command to connect to the cluster and replace primary-endpoint and
port number with the endpoint of your cluster and your port number. (The default port for
Valkey or Redis OSS is 6379.)

src/valkey-cli -h primary-endpoint -p port number

The result in a Valkey or Redis OSS command prompt looks similar to the following:

primary-endpoint:port number

2. You can now run Valkey or Redis OSS commands.

set x Hello
(0] ¢
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get x
"Hello"

Connecting to a cluster mode enabled unencrypted-cluster

1. Run the following command to connect to the cluster and replace configuration-
endpoint and port number with the endpoint of your cluster and your port number. (The
default port for Valkey or Redis OSS is 6379.)

src/valkey-cli -h configuration-endpoint -c -p port number

(® Note

In the preceding command, option -c enables cluster mode following -ASK and -
MOVED redirections.

The result in a Valkey or Redis OSS command prompt looks similar to the following:

configuration-endpoint:port number

2. You can now run Valkey or Redis OSS commands. Note that redirection occurs because you
enabled it using the -c option. If redirection isn't enabled, the command returns the MOVED
error. For more information on the MOVED error, see Redis OSS cluster specification.

set x Hi

-> Redirected to slot [16287] located at 172.31.28.122:6379
0K

set y Hello

0K

get y

"Hello"

set z Bye

-> Redirected to slot [8157] located at 172.31.9.201:6379
0K

get z

"Bye"

get x

-> Redirected to slot [16287] located at 172.31.28.122:6379
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IIHiII

Connecting to an Encryption/Authentication enabled cluster

By default, valkey-cli uses an unencrypted TCP connection when connecting to Valkey or Redis
OSS. The option BUILD_TLS=yes enables SSL/TLS at the time of valkey-cli compilation as shown
in the preceding Download and set up command line access section. Enabling AUTH is optional.
However, you must enable encryption in-transit in order to enable AUTH. For more details on
ElastiCache encryption and authentication, see ElastiCache in-transit encryption (TLS).

(® Note

You can use the option --t1s with valkey-cli to connect to both cluster mode enabled and
disabled encrypted clusters. If a cluster has an AUTH token set, then you can use the option
-a to provide an AUTH password.

In the following examples, be sure to replace cluster-endpoint and port number with the
endpoint of your cluster and your port number. (The default port for Valkey or Redis OSS is 6379.)

Connect to cluster mode disabled encrypted clusters

The following example connects to an encryption and authentication enabled cluster:

src/valkey-cli -h cluster-endpoint --tls -a your-password -p port number

The following example connects to a cluster that has only encryption enabled:

src/valkey-cli -h cluster-endpoint --tls -p port number

Connect to cluster mode enabled encrypted clusters

The following example connects to an encryption and authentication enabled cluster:

src/valkey-cli -c -h cluster-endpoint --tls -a your-password -p port number

The following example connects to a cluster that has only encryption enabled:
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src/valkey-cli -c -h cluster-endpoint --tls -p port number

After you connect to the cluster, you can run the Valkey or Redis OSS commands as shown in the
preceding examples for unencrypted clusters.

valkey-cli alternative

If the cluster isn't cluster mode enabled and you need to make a connection to the cluster for a
short test but without going through the valkey-cli compilation, you can use telnet or openssl. In
the following example commands, be sure to replace cluster-endpoint and port number with
the endpoint of your cluster and your port number. (The default port for Valkey or Redis OSS is
6379.)

The following example connects to an encryption and/or authentication enabled cluster mode
disabled cluster:

openssl s_client -connect cluster-endpoint:port number

If the cluster has a password set, first connect to the cluster. After connecting, authenticate the
cluster using the following command, then press the Enter key. In the following example, replace
your-password with the password for your cluster.

Auth your-password

The following example connects to a cluster mode disabled cluster that doesn't have encryption or
authentication enabled:

telnet cluster-endpoint port number

Connect to a Valkey or Redis OSS cluster or replication group (Windows)

In order to connect to the Valkey or Redis OSS cluster from an EC2 Windows instance using the
Valkey CLI or Redis OSS CLI, you must download the valkey-cli package and use valkey-cli.exe to
connect to the Valkey or Redis OSS cluster from an EC2 Windows instance.

In the following example, you use the valkey-cli utility to connect to a cluster that is not encryption
enabled and running Valkey or Redis OSS. For more information about Valkey or Redis OSS and
available commands, see Valkey and Redis OSS commands on the Valkey website.
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To connect to a Valkey or Redis OSS cluster that is not encryption-enabled using valkey-cli

1.

Connect to your Amazon EC2 instance using the connection utility of your choice. For
instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2 Getting
Started Guide.

Copy and paste the link https://github.com/microsoftarchive/redis/releases/download/
win-3.0.504/Redis-x64-3.0.504.zip in an Internet browser to download the zip file for the
Valkey client from the available release at GitHub https://github.com/microsoftarchive/redis/
releases/tag/win-3.0.504

Extract the zip file to you desired folder/path.

Open the Command Prompt and change to the Valkey directory and run the command c:
\Valkey>valkey-cli -h Redis_Cluster_Endpoint -p 6379.

For example:

c:\Valkey>valkey-cli -h cmd.xxxxxxx.ng.0001.usw2.cache.amazonaws.com -p 6379

Run Valkey or Redis OSS commands.

You are now connected to the cluster and can run Valkey or Redis OSS commands like the
following.

set a "hello" // Set key "a" with a string value and no expiration
0K

get a // Get value for key "a"

"hello"

get b // Get value for key "b" results in miss

(nil)

set b "Good-bye" EX 5 // Set key "b" with a string value and a 5 second expiration
"Good-bye"

get b // Get value for key "b"
"Good-bye"
// wait >= 5 seconds
get b
(nil) // key has expired, nothing returned
quit // Exit from valkey-cli
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Where do | go from here?

Now that you have tried the Getting Started exercise, you can explore the following sections to
learn more about ElastiCache and available tools:

o Getting started with Amazon

» Tools for Amazon Web Services

« Amazon Command Line Interface

« Amazon ElastiCache API reference

After you complete the Getting Started exercise, you can read these sections to learn more about
ElastiCache administration:

o Choosing your node size

You want your cache to be large enough to accommodate all the data you want to cache. At
the same time, you don't want to pay for more cache than you need. Use this topic to help you
choose the best node size.

» ElastiCache best practices and caching strategies

Identify and address issues that can affect the efficiency of your cluster.

Designing your own ElastiCache Redis OSS cluster

Following are the one-time actions you must take in order to design your own ElastiCache Redis
OSS cluster.

For further information on setting up ElastiCache see Setting up ElastiCache.

Topics

Step 1: Create a subnet group

Step 2: Create a cluster

Step 3: Authorize access to the cluster

Step 4: Connect to the cluster's node
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Step 1: Create a subnet group

Before you create a cluster, you first create a subnet group. A cache subnet group is a collection of
subnets that you may want to designate for your cache clusters in a VPC. When launching a cache
cluster in a VPC, you need to select a cache subnet group. Then ElastiCache uses that cache subnet
group to assign IP addresses within that subnet to each cache node in the cluster.

When you create a new subnet group, note the number of available IP addresses. If the subnet has
very few free IP addresses, you might be constrained as to how many more nodes you can add to
the cluster. To resolve this issue, you can assign one or more subnets to a subnet group so that you
have a sufficient number of IP addresses in your cluster's Availability Zone. After that, you can add
more nodes to your cluster.

The following procedures show you how to create a subnet group called mysubnetgroup (console)
and the Amazon CLI.

Creating a subnet group (Console)
The following procedure shows how to create a subnet group (console).

To create a subnet group (Console)

1. Sign in to the Amazon Management Console, and open the ElastiCache console at https://
console.amazonaws.cn/elasticache/.

2. In the navigation list, choose Subnet Groups.
3. Choose Create Subnet Group.
4. Inthe Create Subnet Group wizard, do the following. When all the settings are as you want
them, choose Yes, Create.
a. Inthe Name box, type a name for your subnet group.
b. Inthe Description box, type a description for your subnet group.
¢. Inthe VPCID box, choose the Amazon VPC that you created.

d. Inthe Availability Zone and Subnet ID lists, choose the Availability Zone or Local Zone
and ID of your private subnet, and then choose Add.
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Subnet group settings

A subnet group is a collection of subnets (typically private). Designate a subnet group for your clusters running in an Amazon Virtual Private
Cloud (VPC) environment.

Name [k

my-subnet-group
The name is required, can have up to 255 characters, and must begin with a letter. It should not end with a hyphen or contain two
consecutive hyphens. Valid characters: A-Z, a-z, 0-9, and - (hyphen).
Description - optional

test

VPCID
The identifier for the VPC environment where your cluster is to run.

vpc-i v Create VPC [A

(@ For Multi-AZ high availability mode, choose IDs for at least two subnets from two Availability Zones in the
table below.

Selected subnets (6)

Availability Zone A Subnet ID v Outpost ID v CIDR block v
us-east-1a subnet- 172.31.16.0/20
us-east-1b subnet-i 172.31.32.0/20
us-east-Tc subnet- 172.31.0.0/20
us-east-1d subnet- 172.31.80.0/20

5. In the confirmation message that appears, choose Close.

Your new subnet group appears in the Subnet Groups list of the ElastiCache console. At the
bottom of the window you can choose the subnet group to see details, such as all of the subnets
associated with this group.

Create a subnet group (Amazon CLI)

At a command prompt, use the command create-cache-subnet-group to create a subnet
group.

For Linux, OS X, or Unix:
aws elasticache create-cache-subnet-group \

--cache-subnet-group-name mysubnetgroup \
--cache-subnet-group-description "Testing" \
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--subnet-ids subnet-53df9c3a

For Windows:

aws elasticache create-cache-subnet-group *
--cache-subnet-group-name mysubnetgroup *
--cache-subnet-group-description "Testing" A
--subnet-ids subnet-53df9c3a

This command should produce output similar to the following:

{
"CacheSubnetGroup": {
"VpcId": "vpc-37c3cdl7",
"CacheSubnetGroupDescription": "Testing",
"Subnets": [
{
"SubnetIdentifier": "subnet-53df9c3a",
"SubnetAvailabilityZone": {
"Name": "us-west-2a"
}
}
1,
"CacheSubnetGroupName": "mysubnetgroup"
}
}

For more information, see the Amazon CLI topic create-cache-subnet-group.

Step 2: Create a cluster

Before creating a cluster for production use, you obviously need to consider how you will configure
the cluster to meet your business needs. Those issues are addressed in the Preparing a cluster in
ElastiCache section. For the purposes of this Getting Started exercise, you will create a cluster with
cluster mode disabled and you can accept the default configuration values where they apply.

The cluster you create will be live, and not running in a sandbox. You will incur the standard
ElastiCache usage fees for the instance until you delete it. The total charges will be minimal
(typically less than a dollar) if you complete the exercise described here in one sitting and delete
your cluster when you are finished. For more information about ElastiCache usage rates, see
Amazon ElastiCache.
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Your cluster is launched in a virtual private cloud (VPC) based on the Amazon VPC service.

Creating a Redis OSS (cluster mode disabled) cluster (Console)

To create a Redis OSS (cluster mode disabled) cluster using the ElastiCache console

1.

Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

From the list in the upper-right corner, choose the Amazon Region that you want to launch this
clusterin.

Choose Get started from the navigation pane.

Choose Create VPC and follow the steps outlined at Creating a Virtual Private Cloud (VPC).

On the ElastiCache dashboard page, choose Valkey cache or Redis OSS cache. For this exercise
we will choose Redis OSS cache, and then choose Create Redis OSS cache.

Under Cluster settings, do the following:

a. Choose Configure and create a new cluster.
b. For Cluster mode, choose Disabled.

c. For Cluster info enter a value for Name.

d. (Optional) Enter a value for Description.

Under Location:
Amazon Cloud

1. For Amazon Cloud, we recommend you accept the default settings for Multi-AZ and
Auto-failover. For more information, see Minimizing downtime in ElastiCache for Redis
0SS with Multi-AZ.

2. Under Cluster settings

a. For Engine version, choose an available version.

b. For Port, use the default port, 6379. If you have a reason to use a different port,
enter the port number.

c. For Parameter group, choose a parameter group or create a new one. Parameter
groups control the runtime parameters of your cluster. For more information
on parameter groups, see Valkey and Redis OSS parameters and Creating an

ElastiCache parameter group.
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® Note

When you select a parameter group to set the engine configuration values,
that parameter group is applied to all clusters in the global datastore.

On the Parameter Groups page, the yes/no Global attribute indicates
whether a parameter group is part of a global datastore.

For Node type, choose the down arrow

(*

In the Change node type dialog box, choose a value for Instance family for the
node type that you want. Then choose the node type that you want to use for this
cluster, and then choose Save.

For more information, see Choosing your node size.

If you choose an r6gd node type, data-tiering is automatically enabled. For more
information, see Data tiering in ElastiCache.

For Number of replicas, choose the number of read replicas you want. If you
enabled Multi-AZ, the number must be between 1-5.

3. Under Connectivity

For Network type, choose the IP version(s) this cluster will support.

For Subnet groups, choose the subnet that you want to apply to this cluster.
ElastiCache uses that subnet group to choose a subnet and IP addresses within
that subnet to associate with your nodes. ElastiCache clusters require a dual-stack
subnet with both IPv4 and IPv6 addresses assigned to them to operate in dual-
stack mode and an IPv6-only subnet to operate as IPv6-only.

When creating a new subnet group, enter the VPC ID to which it belongs.

For more information, see:

« Choosing a network type in ElastiCache.

o Create a subnet in your VPC.

If you are Using local zones with ElastiCache, you must create or choose a subnet

that is in the local zone.
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For more information, see Subnets and subnet groups.

4. For Availability zone placements, you have two options:

» No preference - ElastiCache chooses the Availability Zone.

« Specify availability zones — You specify the Availability Zone for each cluster.

If you chose to specify the Availability Zones, for each cluster in each shard, choose
the Availability Zone from the list.

For more information, see Choosing regions and availability zones for ElastiCache.

5. Choose Next
6. Under Advanced Redis OSS settings

o  For Security:
i. To encrypt your data, you have the following options:

« Encryption at rest — Enables encryption of data stored on disk. For more
information, see Encryption at Rest.

® Note

You have the option to supply a different encryption key by
choosing Customer Managed Amazon KMS key and choosing the
key. For more information, see Using customer managed keys from
Amazon KMS.

« Encryption in-transit — Enables encryption of data on the wire. For more
information, see encryption in transit. For ElastiCache engine version 6.0
for Redis OSS and above, if you enable encryption in-transit you will be
prompted to specify one of the following Access Control options:

» No Access Control - This is the default setting. This indicates no
restrictions on user access to the cluster.

« User Group Access Control List — Select a user group with a defined set
of users that can access the cluster. For more information, see Managing
User Groups with the Console and CLI.
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o AUTH Default User — An authentication mechanism for Valkey and Redis
0SS server. For more information, see AUTH.

e AUTH - An authentication mechanism for Redis OSS server. For more
information, see AUTH.

® Note

For Redis OSS versions between 3.2.6 onward, excluding version
3.2.10, Redis OSS AUTH is the sole option.

ii. For Security groups, choose the security groups that you want for this cluster.
A security group acts as a firewall to control network access to your cluster.
You can use the default security group for your VPC or create a new one.

For more information on security groups, see Security groups for your VPC in
the Amazon VPC User Guide.

7. For regularly scheduled automatic backups, select Enable automatic backups and then
enter the number of days that you want each automatic backup retained before it is
automatically deleted. If you don't want regularly scheduled automatic backups, clear
the Enable automatic backups check box. In either case, you always have the option to
create manual backups.

For more information on backup and restore, see Snapshot and restore.

8. (Optional) Specify a maintenance window. The maintenance window is the time,
generally an hour in length, each week when ElastiCache schedules system
maintenance for your cluster. You can allow ElastiCache to choose the day and time
for your maintenance window (No preference), or you can choose the day, time, and
duration yourself (Specify maintenance window). If you choose Specify maintenance
window from the lists, choose the Start day, Start time, and Duration (in hours) for your
maintenance window. All times are UCT times.

For more information, see Managing ElastiCache cluster maintenance.

9. (Optional) For Logs:

« Under Log format, choose either Text or JSON.

« Under Destination Type, choose either CloudWatch Logs or Kinesis Firehose.
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« Under Log destination, choose either Create new and enter either your CloudWatch
Logs log group name or your Firehose stream name, or choose Select existing and
then choose either your CloudWatch Logs log group name or your Firehose stream
name,

10. For Tags, to help you manage your clusters and other ElastiCache resources, you can
assign your own metadata to each resource in the form of tags. For mor information,
see Tagging your ElastiCache resources.

11. Choose Next.

12. Review all your entries and choices, then make any needed corrections. When you're
ready, choose Create.
On premises

1. For On premises, we recommend you leave Auto-failover enabled. For more
information, see Minimizing downtime in ElastiCache for Redis OSS with Multi-AZ

2. To finish creating the cluster, follow the steps at Using Outposts.

As soon as your cluster's status is available, you can grant Amazon EC2 access to it, connect to it,
and begin using it. For more information, see Step 3. Authorize access to the cluster and Step 4.

Connect to the cluster's node.

/A Important

Once your cluster is available, you're billed for each hour or partial hour that the cluster
is active, even if you're not actively using it. To stop incurring charges for this cluster, you
must delete it. See Deleting a cluster in ElastiCache.

Creating a Redis OSS (cluster mode disabled) cluster (Amazon CLI)
Example
The following CLI code creates a Redis OSS (cluster mode disabled) cache cluster with no replicas.

For Linux, OS X, or Unix:

aws elasticache create-cache-cluster \
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--cache-cluster-id my-cluster \

--cache-node-type cache.r4.large \

--engine redis \

--num-cache-nodes 1 \

--snapshot-arns arn:aws:s3:::my_bucket/snapshot.rdb

For Windows:

aws elasticache create-cache-cluster A
--cache-cluster-id my-cluster A

--cache-node-type cache.r4.large *

--engine redis A

--num-cache-nodes 1 *

--snapshot-arns arn:aws:s3:::my_bucket/snapshot.rdb

To work with cluster mode enabled, see the following topics:

« To use the console, see Creating a Valkey or Redis OSS (cluster mode enabled) cluster (Console).

» To use the Amazon CLI, see Creating a Valkey or Redis OSS (cluster mode enabled) cluster
(Amazon CLI).
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Step 3: Authorize access to the cluster

This section assumes that you are familiar with launching and connecting to Amazon EC2 instances.
For more information, see the Amazon EC2 Getting Started Guide.

All ElastiCache clusters are designed to be accessed from an Amazon EC2 instance. The most
common scenario is to access an ElastiCache cluster from an Amazon EC2 instance in the same
Amazon Virtual Private Cloud (Amazon VPC), which will be the case for this exercise.

By default, network access to your cluster is limited to the account that was used to create it.
Before you can connect to a cluster from an EC2 instance, you must authorize the EC2 instance to
access the cluster. The steps required depend upon whether you launched your cluster into EC2-
VPC or EC2-Classic.

The most common use case is when an application deployed on an EC2 instance needs to connect
to a cluster in the same VPC. The simplest way to manage access between EC2 instances and
clusters in the same VPC is to do the following:

1. Create a VPC security group for your cluster. This security group can be used to restrict access
to the cluster instances. For example, you can create a custom rule for this security group that
allows TCP access using the port you assigned to the cluster when you created it and an IP
address you will use to access the cluster.

The default port for Redis OSS clusters and replication groups is 6379.

/A Important

Amazon ElastiCache security groups are only applicable to clusters that are not
running in an Amazon Virtual Private Cloud environment (VPC). If you are running

in an Amazon Virtual Private Cloud, Security Groups is not available in the console
navigation pane.

If you are running your ElastiCache nodes in an Amazon VPC, you control access to
your clusters with Amazon VPC security groups, which are different from ElastiCache
security groups. For more information about using ElastiCache in an Amazon VPC, see
Amazon VPCs and ElastiCache security

2. Create a VPC security group for your EC2 instances (web and application servers). This security
group can, if needed, allow access to the EC2 instance from the Internet via the VPC's routing
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table. For example, you can set rules on this security group to allow TCP access to the EC2
instance over port 22.

3. Create custom rules in the security group for your Cluster that allow connections from the
security group you created for your EC2 instances. This would allow any member of the
security group to access the clusters.

® Note

If you are planning to use Using local zones with ElastiCache, ensure that you have enabled

them. When you create a subnet group in that local zone, your VPC is extended to that
Local Zone and your VPC will treat the subnet as any subnet in any other Availability Zone.
All relevant gateways and route tables will be automatically adjusted.

To create a rule in a VPC security group that allows connections from another security group

1. Sign in to the Amazon Management Console and open the Amazon VPC console at https://
console.aws.amazon.com/vpc.

2. In the navigation pane, choose Security Groups.

3. Select or create a security group that you will use for your Cluster instances. Under Inbound
Rules, select Edit Inbound Rules and then select Add Rule. This security group will allow
access to members of another security group.

4. From Type choose Custom TCP Rule.

a. For Port Range, specify the port you used when you created your cluster.

The default port for Redis OSS clusters and replication groups is 6379.

b. Inthe Source box, start typing the ID of the security group. From the list select the
security group you will use for your Amazon EC2 instances.

5. Choose Save when you finish.

Inbound rules (3)

Q

Name Security group rule... 1P version Type Protocol Port range Source Description

sgr-f 1Pva SSH TCcP 22 0.0.0.0/0
sgr- - Custom TCP TCP 6379 sg- / default
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Once you have enabled access, you are now ready to connect to the node, as discussed in the next
section.

For information on accessing your ElastiCache cluster from a different Amazon VPC, a different
Amazon Region, or even your corporate network, see the following:

o Access Patterns for Accessing an ElastiCache Cache in an Amazon VPC

» Accessing ElastiCache resources from outside Amazon
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Step 4: Connect to the cluster's node

Before you continue, complete Step 3: Authorize access to the cluster.

This section assumes that you've created an Amazon EC2 instance and can connect to it. For
instructions on how to do this, see the Amazon EC2 Getting Started Guide.

An Amazon EC2 instance can connect to a cluster node only if you have authorized it to do so.
Find your node endpoints

When your cluster is in the available state and you've authorized access to it, you can log in to an
Amazon EC2 instance and connect to the cluster. To do so, you must first determine the endpoint.

Finding a Valkey or Redis OSS (Cluster Mode Disabled) Cluster's Endpoints (Console)

If a Redis OSS (cluster mode disabled) cluster has only one node, the node's endpoint is used for
both reads and writes. If the cluster has multiple nodes, there are three types of endpoints; the
primary endpoint, the reader endpoint and the node endpoints.

The primary endpoint is a DNS name that always resolves to the primary node in the cluster. The
primary endpoint is immune to changes to your cluster, such as promoting a read replica to the
primary role. For write activity, we recommend that your applications connect to the primary
endpoint.

A reader endpoint will evenly split incoming connections to the endpoint between all read replicas
in a ElastiCache for Redis OSS cluster. Additional factors such as when the application creates the
connections or how the application (re)-uses the connections will determine the traffic distribution.
Reader endpoints keep up with cluster changes in real-time as replicas are added or removed.

You can place your ElastiCache for Redis OSS cluster’s multiple read replicas in different Amazon
Availability Zones (AZ) to ensure high availability of reader endpoints.

(® Note

A reader endpoint is not a load balancer. It is a DNS record that will resolve to an IP address
of one of the replica nodes in a round robin fashion.

For read activity, applications can also connect to any node in the cluster. Unlike the primary
endpoint, node endpoints resolve to specific endpoints. If you make a change in your cluster, such
as adding or deleting a replica, you must update the node endpoints in your application.
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To find a Redis OSS (cluster mode disabled) cluster's endpoints

1. Signin to the Amazon Web Services Management Console and open the ElastiCache console at

https://console.amazonaws.cn/elasticache/.

2. From the navigation pane, choose Redis OSS caches.

The clusters screen will appear with a list that will include any existing Valkey or Redis OSS
serverless caches, Redis OSS (cluster mode disabled) clusters and Redis OSS (cluster mode

enabled) clusters. Choose the cluster you created in the Creating a Redis OSS (cluster mode

disabled) cluster (Console) section.

3. To find the cluster's Primary and/or Reader endpoints, choose the cluster's name (not the radio

button).
¥ Cluster details
Cluster name Description

I

Engine Engine version
Redis 0SS 6.05
Update status Cluster mode
Update available off
Data tiering Multi-AZ
Disabled Enabled
Encryption at rest Parameter group
Disabled default.redis6.x
Primary endpoint Reader endpoint
-encrypted.liru6f.ng.0001.use1.cache.ama -encrypted-ro.llru6f.ng.0001.use1.cache.a

zonaws.com:6379 mazonaws.com:6379

Node type
cache.r6g large

Global datastore

Shards

1

Auto-failover
Enabled

Outpost ARN

ARN

Status
@ Available

Global datastore role
Number of nodes
3

Encryption in transit
Disabled

Configuration endpoint

Primary and Reader endpoints for a Redis OSS (cluster mode disabled) cluster

If there is only one node in the cluster, there is no primary endpoint and you can continue at

the next step.

4. |If the Redis OSS (cluster mode disabled) cluster has replica nodes, you can find the cluster's

replica node endpoints by choosing the cluster's name and then choosing the Nodes tab.

The nodes screen appears with each node in the cluster, primary and replicas, listed with its

endpoint.
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Hode Name o Status Current Role Port Endpoint

test-no-001 availakle primany 837o SMAZoNaws. Com

test-no-002 available replica 8379 AMATONEWS. DT

test-no-0032 availakle replica 837e SMAZoNaws. Com

Node endpoints for a Redis OSS (cluster mode disabled) cluster
5. To copy an endpoint to your clipboard:

a. One endpoint at a time, find the endpoint you want to copy.

b. Choose the copy icon directly in front of the endpoint.

The endpoint is now copied to your clipboard. For information on using the endpoint to
connect to a node, see Connecting to nodes.

A Redis OSS (cluster mode disabled) primary endpoint looks something like the following. There is
a difference depending upon whether or not In-Transit encryption is enabled.

In-transit encryption not enabled

clusterName. xxxxxx.nodeld.regionAndAz.cache.amazonaws.com:port

redis-01.7abc2d.0001.usw2.cache.amazonaws.com:6379

In-transit encryption enabled

master.clusterName.xxxxxx.regionAndAz.cache.amazonaws.com:port

master.ncit.ameaqgx.usel.cache.amazonaws.com:6379

To further explore how to find your endpoints, see the relevant topics for the engine and cluster
type you're running.

« Finding connection endpoints in ElastiCache

» Finding Endpoints for a Valkey or Redis OSS (Cluster Mode Enabled) Cluster (Console)—You need
the cluster's Configuration endpoint.
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» Finding Endpoints (Amazon CLI)
» Finding Endpoints (ElastiCache API)

Connect to a Valkey or Redis OSS cluster or replication group (Linux)

Now that you have the endpoint you need, you can log in to an EC2 instance and connect to the
cluster or replication group. In the following example, you use the valkey-cli utility to connect
to a cluster. The latest version of valkey-cli also supports SSL/TLS for connecting encryption/
authentication enabled clusters.

The following example uses Amazon EC2 instances running Amazon Linux and Amazon Linux 2. For
details on installing and compiling valkey-cli with other Linux distributions, see the documentation
for your specific operating system..

(® Note

This process covers testing a connection using valkey-cli utility for unplanned use only.
For a list of supported clients, see the Valkey documentation. For examples of using the
Amazon SDKs with ElastiCache, see Tutorials: Getting started with Python and ElastiCache.

Connecting to a cluster mode disabled unencrypted-cluster

1.  Run the following command to connect to the cluster and replace primary-endpoint and
port number with the endpoint of your cluster and your port number. (The default port for
Valkey and Redis OSS is 6379.)

src/valkey-cli -h primary-endpoint -p port number

The result in a command prompt looks similar to the following:

primary-endpoint:port number

2. You can now run Valkey and Redis OSS commands.

set x Hello
0K

get x

Designing your own ElastiCache Redis OSS cluster API Version 2015-02-02 123


https://valkey.io/

Amazon ElastiCache User Guide

"Hello"

Connecting to a cluster mode enabled unencrypted-cluster

1.  Run the following command to connect to the cluster and replace configuration-
endpoint and port number with the endpoint of your cluster and your port number. (The
default port for Valkey and Redis OSS is 6379.)

src/valkey-cli -h configuration-endpoint -c -p port number

(@ Note

In the preceding command, option -c enables cluster mode following -ASK and -
MOVED redirections.

The result in a command prompt looks similar to the following:

configuration-endpoint:port number

2.  You can now run Valkey and Redis OSS commands. Note that redirection occurs because you
enabled it using the -c option. If redirection isn't enabled, the command returns the MOVED
error. For more information on the MOVED error, see cluster specification.

set x Hi

-> Redirected to slot [16287] located at 172.31.28.122:6379
0K

set y Hello

0K

get y

"Hello"

set z Bye

-> Redirected to slot [8157] located at 172.31.9.201:6379
0K

get z

"Bye"

get x

-> Redirected to slot [16287] located at 172.31.28.122:6379
"HiM

Designing your own ElastiCache Redis OSS cluster API Version 2015-02-02 124


https://redis.io/topics/cluster-spec
https://redis.io/topics/cluster-spec
https://valkey.io/topics/cluster-spec

Amazon ElastiCache User Guide

Connecting to an Encryption/Authentication enabled cluster

By default, valkey-cli uses an unencrypted TCP connection when connecting to Valkey and Redis
OSS. The option BUILD_TLS=yes enables SSL/TLS at the time of valkey-cli compilation as shown
in the preceding Download and set up command line access section. Enabling AUTH is optional.

However, you must enable encryption in-transit in order to enable AUTH. For more details on
ElastiCache encryption and authentication, see ElastiCache in-transit encryption (TLS).

(® Note

You can use the option --t1s with valkey-cli to connect to both cluster mode enabled and
disabled encrypted clusters. If a cluster has an AUTH token set, then you can use the option
-a to provide an AUTH password.

In the following examples, be sure to replace cluster-endpoint and port number with the
endpoint of your cluster and your port number. (The default port for Redis OSS is 6379.)

Connect to cluster mode disabled encrypted clusters

The following example connects to an encryption and authentication enabled cluster:
src/valkey-cli -h cluster-endpoint --tls -a your-password -p port number
The following example connects to a cluster that has only encryption enabled:

src/valkey-cli -h cluster-endpoint --tls -p port number

Connect to cluster mode enabled encrypted clusters

The following example connects to an encryption and authentication enabled cluster:
src/valkey-cli -c -h cluster-endpoint --tls -a your-password -p port number
The following example connects to a cluster that has only encryption enabled:

src/valkey-cli -c -h cluster-endpoint --tls -p port number

After you connect to the cluster, you can run the Valkey or Redis OSS commands as shown in the
preceding examples for unencrypted clusters.
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An alternative to valkey-cli or Redis-cli

If the cluster isn't cluster mode enabled and you need to make a connection to the cluster for a
short test but without going through the valkey-cli or redis-cli compilation, you can use telnet or
openssl. In the following example commands, be sure to replace cluster-endpoint and port
number with the endpoint of your cluster and your port number. (The default port for Redis OSS is
6379.)

The following example connects to an encryption and/or authentication enabled cluster mode
disabled cluster:

openssl s_client -connect cluster-endpoint:port number

If the cluster has a password set, first connect to the cluster. After connecting, authenticate the
cluster using the following command, then press the Enter key. In the following example, replace
your-password with the password for your cluster.

Auth your-password

The following example connects to a cluster mode disabled cluster that doesn't have encryption or
authentication enabled:

telnet cluster-endpoint port number

Connect to a Valkey or Redis OSS cluster or replication group (Windows)

In order to connect to the cluster from an EC2 Windows instance using the Valkey or Redis OSS CLlI,
you must download the valkey-cli package and use valkey-cli.exe to connect to the Valkey or Redis
OSS cluster from an EC2 Windows instance.

In the following example, you use the valkey-cli utility to connect to a cluster that is not encryption
enabled and running Valkey or Redis OSS. For more information about Valkey and available
commands, see Valkey commands on the Valkey website.

To connect to a Valkey or Redis OSS cluster that is not encryption-enabled using valkey-cli

1. Connect to your Amazon EC2 instance using the connection utility of your choice. For
instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2 Getting
Started Guide.
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2. Copy and paste the link https://github.com/microsoftarchive/redis/releases/download/
win-3.0.504/Redis-x64-3.0.504.zip in an Internet browser to download the zip file for the
Redis OSS client from the available release at GitHub https://github.com/microsoftarchive/
redis/releases/tag/win-3.0.504

Extract the zip file to you desired folder/path.

Open the Command Prompt and change to the Valkey directory and run the command c:
\Valkey>valkey-cli -h Valkey_Cluster_Endpoint -p 6379.

For example:
c:\Valkey>valkey-cli -h cmd.xxxxxxx.ng.0001.usw2.cache.amazonaws.com -p 6379
3. Run Valkey or Redis OSS commands.

You are now connected to the cluster and can run Valkey or Redis OSS commands like the

following.
set a "hello" // Set key "a" with a string value and no expiration
0K
get a // Get value for key "a"
"hello"
get b // Get value for key "b" results in miss
(nil)
set b "Good-bye" EX 5 // Set key "b" with a string value and a 5 second expiration
"Good-bye"
get b // Get value for key "b"
"Good-bye"
// wait >= 5 seconds
get b
(nil) // key has expired, nothing returned
quit // Exit from valkey-cli

Deleting a cluster

As long as a cluster is in the available state, you are being charged for it, whether or not you are
actively using it. To stop incurring charges, delete the cluster.
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/A Warning

« When you delete an ElastiCache cluster, your manual snapshots are retained. You can
also create a final snapshot before the cluster is deleted. Automatic cache snapshots are
not retained. For more information, see Snapshot and restore.

« CreateSnapshot permission is required to create a final snapshot. Without this
permission, the API call will fail with an Access Denied exception.

Using the Amazon Web Services Management Console

The following procedure deletes a single cluster from your deployment. To delete multiple clusters,
repeat the procedure for each cluster that you want to delete. You do not need to wait for one
cluster to finish deleting before starting the procedure to delete another cluster.

To delete a cluster

1. Sign in to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. In the ElastiCache engine dashboard, choose Valkey or Redis OSS.

A list of all caches running on that engine appears.

3. To choose the cluster to delete, choose the cluster's name from the list of clusters. In this case,
the name of the cluster you created at Step 2: Create a cluster.

/A Important

You can only delete one cluster at a time from the ElastiCache console. Choosing
multiple clusters disables the delete operation.

4. For Actions, choose Delete.

5. In the Delete Cluster confirmation screen, type the name of the cluster and choose Final
Backup. Then choose Delete to delete the cluster, or choose Cancel to keep the cluster.

If you chose Delete, the status of the cluster changes to deleting.

As soon as your cluster is no longer listed in the list of clusters, you stop incurring charges for it.
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Using the Amazon CLI

The following code deletes the cache cluster my-cluster. In this case, substitute my-cluster
with the name of the cluster you created at Step 2: Create a cluster.

aws elasticache delete-cache-cluster --cache-cluster-id my-cluster

The delete-cache-cluster CLI action only deletes one cache cluster. To delete multiple cache
clusters, call delete-cache-cluster for each cache cluster that you want to delete. You do not
need to wait for one cache cluster to finish deleting before deleting another.

For Linux, OS X, or Unix:

aws elasticache delete-cache-cluster \
--cache-cluster-id my-cluster \
--region us-east-2

For Windows:

aws elasticache delete-cache-cluster A
--cache-cluster-id my-cluster ~
--region us-east-2

For more information, see the Amazon CLI for ElastiCache topic delete-cache-cluster.

Other ElastiCache tutorials and videos

The following tutorials address tasks of interest to the Amazon ElastiCache user.

» Tutorial: Configuring a Lambda Function to Access Amazon ElastiCache in an Amazon VPC
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Managing nodes in ElastiCache

A node is the smallest building block of an Amazon ElastiCache deployment. It is a fixed-size
chunk of secure, network-attached RAM. Each node runs the engine that was chosen when the
cluster was created or last modified. Each node has its own Domain Name Service (DNS) name and
port. Multiple types of ElastiCache nodes are supported, each with varying amounts of associated
memory and computational power.

For a more detailed discussion of which node size to use, see Choosing your node size.

Generally speaking, due to its support for sharding, Valkey or Redis OSS (cluster mode enabled)
deployments have a number of smaller nodes. In contrast, Valkey or Redis OSS (cluster mode
disabled) deployments have fewer, larger nodes in a cluster. For a more detailed discussion of
which node size to use, see Choosing your node size.

Topics

» Viewing ElastiCache Node Status

» Valkey or Redis OSS nodes and shards

« Connecting to nodes

« Supported node types

» Rebooting nodes

» Replacing nodes (Valkey and Redis OSS)

» Replacing nodes (Memcached)

e Reserved nodes

« Migrating previous generation nodes

Some important operations involving nodes are the following:

Adding nodes to an ElastiCache cluster

Removing nodes from an ElastiCache cluster

Scaling ElastiCache

Finding connection endpoints in ElastiCache

Automatically identify nodes in your cluster (Memcached)
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Viewing ElastiCache Node Status

Using the ElastiCache console, you can quickly access the status of your ElastiCache node.

The status of an ElastiCache node indicates the health of the node. You can use the following
procedures to view the ElastiCache node status in the Amazon ElastiCache console, the Amazon CLI

command, or the APl operation.

The possible status values for ElastiCache nodes are in the following table. This table also shows if
you will be billed for the ElastiCache node.

Type

available

creating

deleting

modifying

updating

Billed

Billed

Not billed

Not billed

Billed

Billed

Description

The ElastiCache node is
healthy and available.

The ElastiCache node is being
created. The Node is inaccessi
ble while it is being created.

The ElastiCache node is being
deleted.

The ElastiCache node is
being modified because of a
customer request to modify
the node.

An Updating state indicates
one or more of the following
is true of the Amazon
ElastiCache node:

o The ElastiCache node is
being patched as part of
the service udpate. For
more information on the
service updates, refer to
the Amazon ElastiCache
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Type

rebooting cache
cluster nodes

Billed

Billed

Description

Managed Maintenance and

Service Updates Help Page.

» The VPC security groups are
updating for the ElastiCac
he Cluster.

» The ElastiCache cluster is
being scaled up or scaled

down.

» The log delivery configura

tions are being modified for
the ElastiCache Cluster.

« A delete operation for
the ElastiCache node is
pending.

« The ElastiCache password
is being updated/rotated
using Amazon Secrets

Manager.

The ElastiCache node is

being rebooted because of

a customer request or an
Amazon ElastiCache process
that requires the rebooting of
the node.
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Type

incompatible_param
eters

incompatible_network

Billed

Not billed

Not billed

Description

Amazon ElastiCache can't
start the node because the
parameters specified in the
node's parameter group aren't
compatible with the node.
Either revert the parameter
changes or make them
compatible with the node to
regain access to your node.
For more information about
the incompatible parameter
s, check the Events list for the
ElastiCache node.

An incompatible-network
state indicates one or more
of the following is true of the
Amazon ElastiCache node:

o There are no available IP
addresses in the subnet
that the ElastiCache node
was launched into.

e The subnet mentioned in
the ElastiCache subnet
group no longer exists in
the Amazon Virtual Private
Cloud (Amazon VPCQ).

Viewing ElastiCache Node Status

API Version 2015-02-02 133


https://us-east-1.console.aws.amazon.com/elasticache/home?region=us-east-1#/events

Amazon ElastiCache

User Guide

Type

restore_failed

Billed

Not billed

Description

A restore-failed state
indicates one of the following
is true of the Amazon
ElastiCache node:

» Replacements of node
failed due to Insufficient
instance capacity repeatedl

y. This typically happens
when running previous
generation nodes that are
end-of-life. However, it
could also happen with
replacement of current
generation nodes when
Amazon does not have
enough on-demand
capacity to fulfill your
request in the specified
Availability Zone. For more
information on fixing or
removing these nodes,
see Migrating previous

generation nodes.

» The specified RDB snapshot
failed to restore.

« The Amazon account for
the ElastiCache cluster has
been suspended.

« The node failed and could

not be recovered.
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Type Billed Description

snapshotting Billed ElastiCache is creating a
snapshot of the Valkey or
Redis OSS node.

Viewing ElastiCache Node Status with the console
To view the status of an ElastiCache Node with the console:

1. Signin to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.aws.amazon.com/elasticache/.

2. In the navigation pane, choose Redis OSS Clusters or Memcached Clusters. The Caches page
appears with the list of ElastiCache Nodes. For each node, the status value is displayed.

3.  You can then navigate to the Service Updates tab for the cache to display the list of service
Updates applicable to the cache.

Viewing ElastiCache Node Status with the Amazon CLI

To view ElastiCache node and its status information by using the Amazon CLI, use the describe-
cache-cluster command. For example, the following Amazon CLI command displays each
ElastiCache node.

aws elasticache describe-cache-clusters

Viewing ElastiCache Node Status through the API

To view the status of the ElastiCache node using the Amazon ElastiCache API, call the
DescribeCacheClusteroperation with the ShowCacheNodeInfo flag to retrieve information
about the individual cache nodes.

Valkey or Redis OSS nodes and shards

A shard (in the APl and CLI, a node group) is a hierarchical arrangement of nodes, each wrapped in
a cluster. Shards support replication. Within a shard, one node functions as the read/write primary
node. All the other nodes in a shard function as read-only replicas of the primary node. Valkey,

or Redis OSS version 3.2 and later, support multiple shards within a cluster (in the APl and CLI, a
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replication group). This support enables partitioning your data in a Valkey or Redis OSS (cluster
mode enabled) cluster.

The following diagram illustrates the differences between a Valkey or Redis OSS (cluster mode

disabled) cluster and a Valkey or Redis OSS (cluster mode enabled) cluster.

Replication Group (Redis OSS)

Node Group
Slots 0-16383

Cluster

Replication Group (Redis OSS Cluster)

Cluster

Replica
Node-n

Cluster

Node Group-1
Slots 0-8191

Cluster

Replica
Node-n

Cluster

Node Group-n
Slots 8192-16383

Valkey or Redis OSS (cluster mode enabled) clusters support replication via shards. The API
operation DescribeReplicationGroups (CLI: describe-replication-groups) lists the node groups with

the member nodes, the node's role within the node group, and also other information.

When you create a Valkey or Redis OSS cluster, you specify whether you want to create a cluster
with clustering enabled. Valkey or Redis OSS (cluster mode disabled) clusters never have more
than one shard, which can be scaled horizontally by adding (up to a total of five) or deleting read
replica nodes. For more information, see High availability using replication groups, Adding a read

replica for Valkey or Redis OSS (Cluster Mode Disabled) or Deleting a read replica for Valkey or
Redis OSS (Cluster Mode Disabled). Valkey or Redis OSS (cluster mode disabled) clusters can also
scale vertically by changing node types. For more information, see Scaling replica nodes for Valkey
or Redis OSS (Cluster Mode Disabled).

The node or shard limit can be increased to a maximum of 500 per cluster if the engine is Valkey
or Redis OSS version 5.0.6 or higher. For example, you can choose to configure a 500 node cluster
that ranges between 83 shards (one primary and 5 replicas per shard) and 500 shards (single
primary and no replicas). Make sure there are enough available IP addresses to accommodate the
increase. Common pitfalls include the subnets in the subnet group have too small a CIDR range or
the subnets are shared and heavily used by other clusters. For more information, see Creating a
subnet group.
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For versions below 5.0.6, the limit is 250 per cluster.

To request a limit increase, see Amazon Service Limits and choose the limit type Nodes per cluster
per instance type.

After a Valkey or Redis OSS (cluster mode enabled) cluster is created, it can be altered (scaled in or
out). For more information, see Scaling ElastiCache and Replacing nodes (Valkey and Redis OSS).

When you create a new cluster, you can seed it with data from the old cluster so it doesn't start
out empty. This approach works only if the cluster group has the same number of shards as the old
cluster. Doing this can be helpful if you need change your node type or engine version. For more
information, see Taking manual backups and Restoring from a backup into a new cache.
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Connecting to nodes

Connecting to Valkey or Redis OSS nodes

Before attempting to connect to the Valkey or Redis OSS nodes in your cluster, you must have the
endpoints for the nodes. To find the endpoints, see the following:

Finding a Valkey or Redis OSS (Cluster Mode Disabled) Cluster's Endpoints (Console)
Finding Endpoints for a Valkey or Redis OSS (Cluster Mode Enabled) Cluster (Console)

Finding Endpoints (Amazon CLI)
Finding Endpoints (ElastiCache API)

In the following example, you use the valkey-cli utility to connect to a cluster that is running Valkey
or Redis OSS.

(@ Note

For more information about available commands, see the Commands webpage.

To connect to a Valkey or Redis OSS cluster using the valkey-cli

1. Connect to your Amazon EC2 instance using the connection utility of your choice.

(@ Note

For instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2
Getting Started Guide.

2. To build valkey-cli, download and install the GNU Compiler Collection (gcc). At the
command prompt of your EC2 instance, enter the following command and enter y at the
confirmation prompt.

sudo yum install gcc
Output similar to the following appears.

Loaded plugins: priorities, security, update-motd, upgrade-helper
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Setting up Install Process
Resolving Dependencies
--> Running transaction check

...(output omitted)...

Total download size: 27 M
Installed size: 53 M

Is this ok [y/N]: vy
Downloading Packages:

(1/11): binutils-2.22.52.0.1-10.36.amznl.x86_64.rpm | 5.2 MB 00:00
(2/11): cpp46-4.6.3-2.67.amznl.x86_64.rpm | 4.8 MB 00:00
(3/11): gcc-4.6.3-3.10.amznl.noarch.rpm | 2.8 kB 00:00

...(output omitted)...

Complete!

3. Download and compile the valkey-cli utility. This utility is included in the Valkey software
distribution. At the command prompt of your EC2 instance, type the following commands:

(® Note

For Ubuntu systems, before running make, run make distclean.

wget https://github.com/valkey-io/valkey/archive/refs/tags/8.0.0.tar.gz
tar xvzf valkey-8.0.0.tar.gz
cd valkey-8.0.0

make distclean # ubuntu systems only
make

4. At the command prompt of your EC2 instance, type the following command.
src/valkey-cli -c -h mycachecluster.eaogs8.0001.usw2.cache.amazonaws.com -p 6379

A Valkey or Redis OSS command prompt similar to the following appears.

redis mycachecluster.eaogs8.0001.usw2.cache.amazonaws.com 6379>
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5. Test the connection by running Valkey or Redis OSS commands.

You are now connected to the cluster and can run Valkey or Redis OSS commands. The
following are some example commands with their Valkey or Redis OSS responses.

set a "hello" // Set key "a" with a string value and no expiration
0K
get a // Get value for key "a"
"hello"
get b // Get value for key "b" results in miss
(nil)
set b "Good-bye" EX 5 // Set key "b" with a string value and a 5 second expiration
get b
"Good-bye"
// wait 5 seconds
get b
(nil) // key has expired, nothing returned
quit // Exit from valkey-cli

For connecting to nodes or clusters which have Secure Sockets Layer (SSL) encryption (in-transit
enabled), see ElastiCache in-transit encryption (TLS).

Connecting to Memcached nodes

Before attempting to connect to your Memcached cluster, you must have the endpoints for the
nodes. To find the endpoints, see the following:

» Finding a Cluster's Endpoints (Console) (Memcached)

« Finding Endpoints (Amazon CLI)

» Finding Endpoints (ElastiCache API)

In the following example, you use the telnet utility to connect to a node that is running
Memcached.

(® Note

For more information about Memcached and available Memcached commands, see the
Memcached website.
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To connect to a node using telnet

1. Connect to your Amazon EC2 instance by using the connection utility of your choice.

® Note

For instructions on how to connect to an Amazon EC2 instance, see the Amazon EC2
Getting Started Guide.

2. Download and install the telnet utility on your Amazon EC2 instance. At the command prompt
of your Amazon EC2 instance, type the following command and type y at the command
prompt.

sudo yum install telnet

Output similar to the following appears.

Loaded plugins: priorities, security, update-motd, upgrade-helper
Setting up Install Process

Resolving Dependencies

--> Running transaction check

...(output omitted)...

Total download size: 63 k

Installed size: 109 k

Is this ok [y/N]: vy

Downloading Packages:

telnet-0.17-47.7.amznl.x86_64.rpm | 63 kB 00:00
...(output omitted)...

Complete!

3. At the command prompt of your Amazon EC2 instance, type the following command,
substituting the endpoint of your node for the one shown in this example.

telnet mycachecluster.eaogs8.0001.usw2.cache.amazonaws.com 11211
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Output similar to the following appears.

Trying 128.0.0.1...
Connected to mycachecluster.eaogs8.0001.usw2.cache.amazonaws.com.

Escape character is 'A]'.
>

4. Test the connection by running Memcached commands.

You are now connected to a node, and you can run Memcached commands. The following is an
example.

set a @ 05 // Set key "a" with no expiration and 5 byte value
hello // Set value as "hello"

STORED

get a // Get value for key "a"

VALUE a @ 5

hello

END

get b // Get value for key "b" results in miss

END

>
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Supported node types

ElastiCache supports the following node types. Generally speaking, the current generation types
provide more memory and computational power at lower cost when compared to their equivalent
previous generation counterparts.

For more information on performance details for each node type, see Amazon EC2 Instance Types.

(® Note

The following instance types are supported in the Amazon Asia Pacific (Thailand) and
Mexico (Central) Regions:

« m7g/r7g: large, xl, 2xl, 4xl, 8xl, 12xl, and 16xL.

» t3/t4g: micro, small, and medium.

For information on which node size to use, see Choosing your node size.

Topics

o Current Generation (Memcached)

o Current Generation (Valkey or Redis OSS)

» Previous Generation Nodes support

» Supported node types by Amazon Region

e Burstable Performance Instances

o Related Information

Current Generation (Memcached)

The following tables show the baseline and burst bandwidth for instance types that use the
network 1/0 credit mechanism to burst beyond their baseline bandwidth.

® Note

Instance types with burstable network performance use a network 1/0 credit mechanism to
burst beyond their baseline bandwidth on a best-effort basis.
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General

Instance type

cache.m7g.large
cache.m7g.xlarge
cache.m7g.2xlarge
cache.m7g.4xlarge
cache.m7g.8xlarge
cache.m7g.12xlarge
cache.m7g.16xlarge
cache.m6g.large
cache.m6g.xlarge
cache.m6g.2xlarge
cache.m6g.4xlarge
cache.m6g.8xlarge
cache.m6g.12xlarge
cache.m6g.16xlarge
cache.mb5.large
cache.mb5.xlarge
cache.m5.2xlarge
cache.mb5.4xlarge

cache.mb5.12xlarge

Minimum supported
Memcached version

1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16

1.5.16

Baseline
bandwidth (Gbps)

0.937
1.876
3.75
7.5
15
22.5
30
0.75
1.25
2.5
5.0
12
20
25
0.75
1.25
2.5
5.0

N/A

Burst bandwidth

(Gbps)
12.5
12.5

15
15
N/A
N/A
N/A
10.0
10.0
10.0
10.0
N/A
N/A
N/A
10.0
10.0
10.0
10.0

N/A
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Instance type

cache.mb5.24xlarge
cache.m4.large
cache.m4.xlarge
cache.m4.2xlarge
cache.m4.4xlarge
cache.m4.10xlarge
cache.t4g.micro
cache.t4g.small
cache.t4g.medium
cache.t3.micro
cache.t3.small
cache.t3.medium
cache.t2.micro
cache.t2.small

cache.t2.medium

Minimum supported
Memcached version

1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16
1.5.16

1.5.16

Memory optimized for Memcached

Instance type

cache.r7g.large

Minimum
supported version

Baseline
bandwidth (Gbps)

N/A
0.45
0.75
1.0
2.0
5.0
0.064
0.128
0.256
0.064
0.128
0.256
0.064
0.128

0.256

Baseline
bandwidth (Gbps)

0.937

Burst bandwidth
(Gbps)

N/A
1.2
2.8
10.0
10.0
10.0
5.0
5.0
5.0
5.0
5.0
5.0
1.024
1.024

1.024

Burst bandwidth
(Gbps)

12.5
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Instance type

cache.r7g.xlarge
cache.r7g.2xlarge
cache.r7g.4xlarge
cache.r7g.8xlarge
cache.r7g.12xlarge
cache.r7g.16xlarge
cache.rég.large
cache.rég.xlarge
cache.rég.2xlarge
cache.r6g.4xlarge
cache.r6g.8xlarge
cache.r6g.12xlarge
cache.r6g.16xlarge
cache.r5.large
cache.r5.xlarge
cache.r5.2xlarge
cache.r5.4xlarge
cache.r5.12xlarge
cache.r5.24xlarge

cache.rd.large

Minimum
supported version

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

1.5.16

Baseline
bandwidth (Gbps)

1.876
3.75
7.5
15
225
30
0.75
1.25
2.5
5.0
12
20
25
0.75
1.25
2.5
5.0
20
25

0.75

Burst bandwidth

(Gbps)
12.5
15
15
N/A
N/A
N/A
10.0
10.0
10.0
10.0
N/A
N/A
N/A
10.0
10.0
10.0
10.0
N/A
N/A

10.0
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Instance type

cache.r4.xlarge
cache.r4.2xlarge
cache.r4.4xlarge
cache.r4.8xlarge

cache.r4.16xlarge

Minimum
supported version

1.5.16
1.5.16
1.5.16
1.5.16

1.5.16

Network optimized for Memcached

Instance type

cache.c7gn.large

cache.c7gn.xlarge
cache.c7gn.2xlarge
cache.c7gn.4xlarge
cache.c7gn.8xlarge
cache.c7gn.12xlarge

cache.c7gn.16xlarge

Current Generation (Valkey or Redis OSS)

Minimum
supported version

1.6.6
1.6.6
1.6.6
1.6.6
1.6.6
1.6.6

1.6.6

Baseline
bandwidth (Gbps)

1.25
2.5
5.0
12

25

Baseline
bandwidth (Gbps)

6.25
12.5
25
50
100
150

200

Burst bandwidth
(Gbps)

10.0
10.0
10.0
N/A

N/A

Burst bandwidth
(Gbps)

30
40
50
N/A
N/A
N/A

N/A

For more information on Previous Generation, please refer to Previous Generation Nodes.
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® Note

Instance types with burstable network performance use a network 1/0 credit mechanism to
burst beyond their baseline bandwidth on a best-effort basis.

General
Instance type Minimum Enhanced I/ TLS Offloadin EnhandBaselin Burst
supported Redis O with Redis g with Redis I/andwhdndwidth
0SS version 0SS 5.0.6+ 0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
cache.m7g.large 6.2 N N N 0.937 125
cache.m7g 6.2 Y Y Y 1.876 125
xlarge
cache.m7g 6.2 Y Y Y 375 15
.2xlarge
cache.m7g 6.2 Y Y Y 75 15
Axlarge
cache.m7g 6.2 Y Y Y 15 N/
.8xlarge A
cache.m7g 6.2 Y Y Y 225 N/
.12xlarge A
cache.m7g 6.2 Y Y Y 30 N/
.16xlarge A
cache.m6g.large 5.0.6 N N N 0.75 10.0
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Instance type Minimum Enhanced I/ TLS Offloadin EnhandBaselin Burst
supported Redis O with Redis g with Redis I/andwhdndwidth
0SS version 0SS 5.0.6+ 0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
cache.m6g 5.0.6 Y Y Y 1.25 10.0
xlarge
cache.mé6g 5.0.6 Y Y Y 25 10.0
.2xlarge
cache.mé6g 5.0.6 Y Y Y 5.0 10.0
Axlarge
cache.m6g 5.0.6 Y Y Y 12 N/
.8xlarge A
cache.m6g 5.0.6 Y Y Y 20 N/
.12xlarge A
cache.m6g 5.0.6 Y Y Y 25 N/
.16xlarge A
cache.mb5.large 3.2.4 N N N 0.75 10.0
cache.mb5.xlarge 3.2.4 Y N N 1.25 10.0
cache.mb5. 3.2.4 Y Y Y 2.5 10.0
2xlarge
cache.mb5. 3.2.4 Y Y Y 5.0 10.0
4xlarge
cache.mb5. 3.24 Y Y Y 12 N/
12xlarge A
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Instance type

cache.m5.
24xlarge

cache.m4.large
cache.m4.xlarge

cache.m4.
2xlarge

cache.m4.
4xlarge

cache.m4.
10xlarge

cache.t4g.micro
cache.t4g.small

cache.t4g
.medium

cache.t3.micro
cache.t3.small

cache.t3.
medium

cache.t2.micro

Minimum
supported Redis
0SS version

3.24

3.24

3.24

3.24

3.24

3.24

3.24

5.0.6

5.0.6

3.24

3.24

3.24

3.24

Enhanced I/
O with Redis
0SS 5.0.6+

TLS Offloadin EnhandBaselin Burst

g with Redis I/ andwidndwidth
0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
Y Y 25 N/
A
N N 0.45 1.2
N N 0.75 2.8
Y Y 1.0 10.0
Y Y 2.0 10.0
Y Y 5.0 10.0
N N 0.064 5.0
N N 0.128 5.0
N N 0.256 5.0
N N 0.064 5.0
N N 0.128 5.0
N N 0.256 5.0
N N 0.064 1.024
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Instance type Minimum
supported Redis
OSS version
cache.t2.small 3.24
cache.t2. 3.24
medium
Memory optimized
Instance type Minimum
supported Redis
OSS version
cache.r7g.large 6.2
cache.r7g.xlarge 6.2
cache.r7g 6.2
.2xlarge
cache.r7g 6.2
Axlarge
cache.r7g 6.2
.8xlarge

Enhanced I/
O with Redis
0SS 5.0.6+

Enhanced 1/
O with Redis
0SS 5.0.6+

TLS Offloadin EnhandBaselin Burst
g with Redis I/ andwidndwidth
0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
(0153
7.0.4+

N N 0.128 1.024

N N 0.256 1.024

TLS Offloadin EnhandBaselin Burst

g with Redis I/andwhdndwidth
0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
(013
7.0.4+
N N 0.937 125
Y Y 1.876 125
Y Y 375 15
Y Y 7.5 15
Y Y 15 N/
A
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Instance type Minimum
supported Redis
OSS version
cache.r7g 6.2
.12xlarge
cache.r7g 6.2
.16xlarge
cache.rég.large 5.0.6
cache.rég.xlarge 5.0.6
cache.rég 5.0.6
.2xlarge
cache.rég 5.0.6
Axlarge
cache.rég 5.0.6
.8xlarge
cache.rég 5.0.6
.12xlarge
cache.rég 5.0.6
.16xlarge
cache.r5.large 3.2.4
cache.r5.xlarge 3.2.4
cache.r5.2xlarge 3.24

Enhanced I/
O with Redis
0SS 5.0.6+

TLS Offloadin EnhandBaselin Burst

g with Redis I/ andwidndwidth
0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
Y Y 22.5 N/
A
Y Y 30 N/
A
N N 0.75 10.0
Y Y 1.25 10.0
Y Y 2.5 10.0
Y Y 5.0 10.0
Y Y 12 N/
A
Y Y 20 N/
A
Y Y 25 N/
A
N N 0.75 10.0
N N 1.25 10.0
Y Y 2.5 10.0
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Instance type Minimum Enhanced I/ TLS Offloadin EnhandBaselin Burst
supported Redis O with Redis g with Redis I/andwhdndwidth
0SS version 0SS 5.0.6+ 0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
cache.r5.4xlarge 3.24 Y Y Y 5.0 10.0
cache.r5. 3.24 Y Y Y 12 N/
12xlarge A
cache.r5. 3.24 Y Y Y 25 N/
24xlarge A
cache.rd.large 3.24 N N N 0.75 10.0
cache.r4.xlarge 3.24 Y N N 1.25 10.0
cache.r4.2xlarge 3.2.4 Y Y Y 2.5 10.0
cache.r4.4xlarge 3.2.4 Y Y Y 5.0 10.0
cache.r4.8xlarge 3.2.4 Y Y Y 12 N/
A
cache.r4. 3.24 Y Y Y 25 N/
16xlarge A

Memory optimized with data tiering
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Instance type Minimum Enhanced I/ TLS Offloadin EnhandBaselin Burst
supported Redis O with Redis g with Redis I/andwhdndwidth
0SS version 0SS 5.0.6+ 0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
cache.rég 6.2.0 Y N N 125 10
d.xlarge
cache.rég 6.2.0 Y Y Y 25 10
d.2xlarge
cache.rég 6.2.0 Y Y Y 50 10
d.4xlarge
cache.rég 6.2.0 Y Y Y 12 N/
d.8xlarge A
cache.rég 6.2.0 Y Y Y 20 N/
d.12xlarge A
cache.rég 6.2.0 Y Y Y 25 N/
d.16xlarge A

Network optimized
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Instance type Minimum Enhanced I/ TLS Offloadin EnhandBaselin Burst
supported Redis O with Redis g with Redis I/andwhdndwidth
0SS version 0SS 5.0.6+ 0SS 6.2.5+ MultipldGbps)(Gbps)
ing
with
Redis
0SS
7.0.4+
cache.c7gn.large 6.2 N N N 6.25 30
cache.c7g 6.2 Y Y Y 125 40
n.xlarge
cache.c7g 6.2 Y Y Y 25 50
n.2xlarge
cache.c7g 6.2 Y Y Y 50 N/
n.4xlarge A
cache.c7g 6.2 Y Y Y 100 N/
n.8xlarge A
cache.c7g 6.2 Y Y Y 150 N/
n.12xlarge A
cache.c7g 6.2 Y Y Y 200 N/
n.16xlarge A

Previous Generation Nodes support
Ending support for T1, M1, M2, M3, and R3

ElastiCache is ending support for T1, M1, M2, M3, R3 cache node types. Amazon Web Services
offers Previous Generation Nodes for users who have optimized their applications around these
nodes and have yet to upgrade. Previous Generation on-demand nodes will reach End-of-Life on
October 15, 2024 in the Beijing (BJS) region operated by Sinnet and Ningxia (ZHY) region operated
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by NWCD. We recommend that you migrate these nodes to the newer generation node types
before October 15, 2024.

Upgrade paths

We encourage you to use the latest generation of nodes to get the best performance, but we will
continue to support Previous Generation Nodes after new nodes launch. If you are currently using
a Previous Generation Node and would like to see a recommended upgrade path, see the table
below.

M1/M3 to M5, M6 or M7

M5 instances provide the latest Intel Xeon or Arm processors. With M5, you get a higher
performing CPU with support for AVX-512 instructions, up to 384 GiB of RAM, and up to 25

Gbps of networking bandwidth, all at a lower price point then our previous generation instances.
Amazon EC2 M6g/M7g instances are powered by Arm-based Amazon Web Services Graviton
processors. Graviton instances offer a balance of compute, memory, and networking resources for a
broad set of workloads.

Previous Generation Node type Recommended Node type

cache.m1.small
cache.m1.medium
cache.m1.large
cache.m1.xlarge
cache.m2.2xlarge
cache.m2.4xlarge
cache.m3.medium
cache.m3.large
cache.m3.xlarge

cache.m3.2xlarge

cache.t3.small
cache.t3.medium
cache.mb5.large
cache.mb5.xlarge
cache.mb5.2xlarge
cache.m6g.4xlarge
cache.t3.medium
cache.mb5.large
cache.mb5.xlarge

cache.mb5.2xlarge

Supported node types
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M2/R3 to R5, R6, or R7

The R5 family of instances provide a newer Intel Xeon processor, up to 636.61 GiB of RAM, are EBS
optimized, and support Enhanced Networking with up to 25 Gbps offering lower latency and low
jitter. Amazon EC2 R6g/R7g instances are powered by Amazon Web Services Graviton processors
(currently Graviton3 instances are not available in all Amazon Web Services Regions). Graviton
instances are ideal for running memory-intensive workloads.

Previous Generation Node type Recommended Node type
cache.r3.large cache.r5.large
cache.r3.xlarge cache.r5.xlarge

cache.r3.2xlarge cache.r5.2xlarge
cache.r3.4xlarge cache.r5.4xlarge
cache.r3.8xlarge cache.r6g.8xlarge

T1/M1 to T3 or T4g

T3 and T4g nodes are Burstable Performance Nodes that provide a baseline level of CPU
performance with the ability to burst above the baseline. They are recommended for workloads
that don't use the full CPU often or consistently, but occasionally need to burst to higher CPU
performance, such as test and development environments, as well as small workloads. Both T3 and
T4g nodes are less expensive than m1.small, m1.medium, and t1.micro nodes in most Regions.

Previous Generation Node type Recommended Node type

cache.t1.micro cache.t3.micro

For more information on Previous Generation, please refer to Previous Generation Nodes. For more
information on pricing, please refer to Amazon ElastiCache pricing for China Regions.
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Supported node types by Amazon Region

Supported node types may vary between Amazon Regions. For more details, see Amazon
ElastiCache pricing.

Burstable Performance Instances

You can launch general-purpose burstable T4g, T3-Standard and T2-Standard cache nodes in
Amazon ElastiCache. These nodes provide a baseline level of CPU performance with the ability
to burst CPU usage at any time until the accrued credits are exhausted. A CPU credit provides the
performance of a full CPU core for one minute.

Amazon ElastiCache's T4g, T3 and T2 nodes are configured as standard and suited for workloads
with an average CPU utilization that is consistently below the baseline performance of the
instance. To burst above the baseline, the node spends credits that it has accrued in its CPU credit
balance. If the node is running low on accrued credits, performance is gradually lowered to the
baseline performance level. This gradual lowering ensures the node doesn't experience a sharp
performance drop-off when its accrued CPU credit balance is depleted. For more information, see
CPU Credits and Baseline Performance for Burstable Performance Instances in the Amazon EC2
User Guide.

The following table lists the burstable performance node types, the rate at which CPU credits

are earned per hour. It also shows the maximum number of earned CPU credits that a node can
accrue and the number of vCPUs per node. In addition, it gives the baseline performance level as a
percentage of a full core performance (using a single vCPU).

CPU credits earned per Maximum vCPUs Baseline Memory Network
hour earned performan (GiB) performan
credits ce per ce
that vCPU
can be
accrued*
12 288 2 10% 0.5 Upto5
Gigabit
24 576 2 20% 1.37 Upto5
Gigabit
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CPU credits earned per Maximum vCPUs Baseline Memory Network
hour earned performan (GiB) performan

credits ce per ce
that vCPU
can be
accrued*
24 576 2 20% 3.09 Upto5
Gigabit
12 288 2 10% 0.5 Upto5
Gigabit
24 576 2 20% 1.37 Upto5
Gigabit
24 576 2 20% 3.09 Upto5
Gigabit
6 144 1 10% 0.5 Low to
moderate
12 288 1 20% 1.55 Low to
moderate
24 576 2 20% 3.22 Low to
moderate

* The number of credits that can be accrued is equivalent to the number of credits that can be

earned in a 24-hour period.

** The baseline performance in the table is per vCPU. Some node sizes that have more than one

vCPU. For these, calculate the baseline CPU utilization for the node by multiplying the vCPU

percentage by the number of vCPUs.

The following CPU credit metrics are available for T3 and T4g burstable performance instances:

Supported node types
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® Note

These metrics are not available for T2 burstable performance instances.

« CPUCreditUsage
e CPUCreditBalance

For more information on these metrics, see CPU Credit Metrics.

In addition, be aware of these details:

« All current generation node types are created in a virtual private cloud (VPC) based on Amazon
VPC by default.

» Redis OSS append-only files (AOF) aren't supported for T2 instances. Redis OSS configuration
variables appendonly and appendfsync aren't supported on Redis OSS version 2.8.22 and
later.

Related Information

Amazon ElastiCache Product Features and Details

Memcached Node-Type Specific Parameters for Memcached

Valkey and Redis OSS parameters

In Transit Encryption (TLS)

Rebooting nodes

Some changes require that a Valkey, Memcached, or Redis OSS cluster reboot for the changes to be
applied. For example, for some parameters, changing the parameter value in a parameter group is
only applied after a reboot.

Topics

» Rebooting Redis OSS nodes (cluster mode disabled only)

» Rebooting a cluster for Memcached
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Rebooting Redis OSS nodes (cluster mode disabled only)

For Valkey or Redis OSS (cluster mode disabled) clusters, the parameters in parameter groups that
are applied only after rebooting are:

« activerehashing

« databases

Redis nodes can only be updated through the ElastiCache console. You can only reboot a single
node at a time. To reboot multiple nodes, you must repeat the process for each node.

() Valkey or Redis OSS (Cluster Mode Enabled) parameter changes

If you make changes to the following parameters on a Valkey or Redis OSS (cluster mode
enabled) cluster, follow the ensuing steps.

« activerehashing

« databases

1. Create a manual backup of your cluster. See Taking manual backups.

2. Delete the Valkey or Redis OSS (cluster mode enabled) cluster. See Deleting a cluster in
ElastiCache.

3. Restore the cluster using the altered parameter group and backup to seed the new
cluster. See Restoring from a backup into a new cache.

Changes to other parameters do not require this.

Using the Amazon Web Services Management Console
You can reboot a node using the ElastiCache console.
To reboot a node (console)

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

2. From the list in the upper-right corner, choose the Amazon Region that applies.
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3. In the left navigation pane, choose Redis OSS.

A list of clusters running Redis OSS appears.
4. Choose the cluster under Cluster Name.
Under Node name, choose the radio button next to the node you want to reboot.

6. Choose Actions, and then choose Reboot node.

To reboot multiple nodes, repeat steps 2 through 5 for each node that you want to reboot. You do
not need to wait for one node to finish rebooting to reboot another.

Rebooting a cluster for Memcached

When you reboot a Memcached cluster, the cluster flushes all its data and restarts its engine.
During this process you cannot access the cluster. Because the cluster flushed all its data, when the
cluster is available again, you are starting with an empty cluster.

You are able to reboot a cluster using the ElastiCache console, the Amazon CLI, or the ElastiCache
APIl. Whether you use the ElastiCache console, the Amazon CLI or the ElastiCache API, you can only
initiate rebooting a single cluster. To reboot multiple clusters you must iterate on the process or
operation.

Using the Amazon Web Services Management Console
You can reboot a cluster using the ElastiCache console.
To reboot a cluster (console)

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

2. From the list in the upper-right corner, choose the Amazon Region you are interested in.

3. In the navigation pane, choose the engine running on the cluster that you want to reboot.

A list of clusters running the chosen engine appears.

4. Choose the cluster to reboot by choosing on the box to the left of the cluster's name.
The Reboot button becomes active.

If you choose more than one cluster, the Reboot button isn't active.

5. Choose Reboot.
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The reboot cluster confirmation screen appears.

6. To reboot the cluster, choose Reboot. The status of the cluster changes to rebooting cluster
nodes.

To not reboot the cluster, choose Cancel.

To reboot multiple clusters, repeat steps 2 through 5 for each cluster that you want to reboot. You
do not need to wait for one cluster to finish rebooting to reboot another.

To reboot a specific node, select the node and then choose Reboot.
Using the Amazon CLI
To reboot a cluster (Amazon CLI), use the reboot-cache-cluster CLI operation.

To reboot specific nodes in the cluster, use the --cache-node-ids-to-reboot to list the specific
clusters to reboot. The following command reboots the nodes 0001, 0002, and 0004 of my-cluster.

For Linux, OS X, or Unix:

aws elasticache reboot-cache-cluster \
--cache-cluster-id my-cluster \
--cache-node-ids-to-reboot 0001 0002 0004

For Windows:

aws elasticache reboot-cache-cluster ~
--cache-cluster-id my-cluster A
--cache-node-ids-to-reboot 0001 0002 0004

To reboot all the nodes in the cluster, use the --cache-node-ids-to-reboot parameter and list
all the cluster's node ids. For more information, see reboot-cache-cluster.

Using the ElastiCache API
To reboot a cluster using the ElastiCache API, use the RebootCacheCluster action.

To reboot specific nodes in the cluster, use the CacheNodeIdsToReboot to list the specific
clusters to reboot. The following command reboots the nodes 0001, 0002, and 0004 of my-cluster.
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https://elasticache.us-west-2.amazonaws.com/
?Action=RebootCacheCluster
&CacheClusterId=my-cluster
&CacheNodeIdsToReboot.member.1=0001
&CacheNodeIdsToReboot.member.2=0002
&CacheNodeIdsToReboot.member.3=0004
&Version=2015-02-02
&SignatureVersion=4
&SignatureMethod=HmacSHA256
&Timestamp=20150202T192317Z
&X-Amz-Credential=<credential>

To reboot all the nodes in the cluster, use the CacheNodeIdsToReboot parameter and list all the
cluster's node ids. For more information, see RebootCacheCluster.
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Replacing nodes (Valkey and Redis OSS)

Amazon ElastiCache frequently upgrades its fleet with patches and upgrades being applied to
instances seamlessly. However, from time to time we need to relaunch your ElastiCache nodes to
apply mandatory OS updates to the underlying host. These replacements are required to apply
upgrades that strengthen security, reliability, and operational performance.

You have the option to manage these replacements yourself at any time before the scheduled node
replacement window. When you manage a replacement yourself, your instance receives the OS
update when you relaunch the node and your scheduled node replacement is canceled. You might
continue to receive alerts indicating that the node replacement is to take place. If you've already
manually mitigated the need for the maintenance, you can ignore these alerts.

(® Note

Replacement cache nodes automatically generated by Amazon ElastiCache may have
different IP addresses. You are responsible for reviewing your application configuration to
ensure that your cache nodes are associated with the appropriate IP addresses.

The following list identifies actions you can take when ElastiCache schedules one of your Valkey or
Redis OSS nodes for replacement. To expedite finding the information you need for your situation,
choose from the following menu.

» Do nothing - Let Amazon ElastiCache replace the node as scheduled.

« Change your maintenance window — Change your maintenance window to a better time.

« Valkey or Redis OSS (cluster mode enabled) Configurations

» Replace the only node in any Valkey or Redis OSS cluster — A procedure to replace a node in a
Valkey or Redis OSS cluster using backup and restore.

» Replace a replica node in any Valkey or Redis OSS cluster — A procedure to replace a read-
replica in any Valkey or Redis OSS cluster by increasing and decreasing the replica count with
no cluster downtime.

» Replace any node in a Valkey or Redis OSS (cluster mode enabled) shard — A dynamic
procedure with no cluster downtime to replace a node in a Valkey or Redis OSS (cluster mode
enabled) cluster by scaling out and scaling in.

» Valkey or Redis OSS (cluster mode disabled) Configurations
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Replace the only node in any Valkey or Redis OSS cluster — Procedure to replace any node in a
Valkey or Redis OSS cluster using backup and restore.

Replace a replica node in any Valkey or Redis OSS cluster — A procedure to replace a read-
replica in any Valkey or Redis OSS cluster by increasing and decreasing the replica count with
no cluster downtime.

Replace a node in a Valkey or Redis OSS (cluster mode disabled) cluster — Procedure to replace
a node in a Valkey or Redis OSS (cluster mode disabled) cluster using replication.

Replace a Valkey or Redis OSS (cluster mode disabled) read-replica — A procedure to manually
replace a read-replica in a Valkey or Redis OSS (cluster mode disabled) replication group.

Replace a Valkey or Redis OSS (cluster mode disabled) primary node — A procedure to manually
replace the primary node in a Valkey or Redis OSS (cluster mode disabled) replication group.

Valkey and Redis OSS node replacement options

« Do nothing - If you do nothing, ElastiCache replaces the node as scheduled.

For non-Cluster configurations with autofailover enabled, clusters on Valkey 7.2 and above and
Redis OSS 5.0.6 and above complete replacement while the cluster continues to stay online and
serve incoming write requests. For auto failover enabled clusters on Redis OSS 4.0.10 or below,
you might notice a brief write interruption of up to a few seconds associated with DNS updates.

If the node is a member of an auto failover enabled cluster, ElastiCache for Valkey or Redis OSS
provides improved availability during patching, updates, and other maintenance-related node
replacements.

For ElastiCache cluster configurations that are set up to use ElastiCache for Valkey or Redis OSS
cluster clients, replacement now completes while the cluster serves incoming write requests.

For non-cluster configurations with autofailover enabled, clusters on Valkey 7.2 and above and
Redis OSS 5.0.6 and above complete replacement while the cluster continues to stay online and
serve incoming write requests. For auto failover enabled clusters on Redis OSS 4.0.10 or below,
you might notice a brief write interruption of up to a few seconds associated with DNS updates.

Replacing nodes (Valkey and Redis OSS)
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If the node is standalone, Amazon ElastiCache first launches a replacement node and then syncs
from the existing node. The existing node isn't available for service requests during this time.
Once the sync is complete, the existing node is terminated and the new node takes its place.
ElastiCache makes a best effort to retain your data during this operation.

« Change your maintenance window - For scheduled maintenance events, you receive an email
or a notification event from ElastiCache. In these cases, if you change your maintenance window
before the scheduled replacement time, your node now is replaced at the new time. For more
information, see the following:

» Modifying an ElastiCache cluster

« Modifying a replication group

® Note

The ability to change your replacement window by moving your maintenance window
is only available when the ElastiCache notification includes a maintenance window.

If the notification does not include a maintenance window, you cannot change your
replacement window.

For example, let's say it's Thursday, November 9, at 15:00 and the next maintenance window is
Friday, November 10, at 17:00. Following are three scenarios with their outcomes:

» You change your maintenance window to Fridays at 16:00, after the current date and time and
before the next scheduled maintenance window. The node is replaced on Friday, November 10,
at 16:00.

» You change your maintenance window to Saturday at 16:00, after the current date and
time and after the next scheduled maintenance window. The node is replaced on Saturday,
November 11, at 16:00.

» You change your maintenance window to Wednesday at 16:00, earlier in the week than the
current date and time). The node is replaced next Wednesday, November 15, at 16:00.

For instructions, see Managing ElastiCache cluster maintenance.
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» Replace the only node in any Valkey or Redis OSS cluster - If the cluster does not have any
read replicas, you can use the following procedure to replace the node.

To replace the only node using backup and restore

1. Create a snapshot of the node's cluster. For instructions, see Taking manual backups.

2. Create a new cluster seeding it from the snapshot. For instructions, see Restoring from a

backup into a new cache.

3. Delete the cluster with the node scheduled for replacement. For instructions, see Deleting a
cluster in ElastiCache.

4. Inyour application, replace the old node's endpoint with the new node's endpoint.

» Replace a replica node in any Valkey or Redis OSS cluster — To replace a replica cluster, increase
your replica count. To do this, add a replica then decrease the replica count by removing the
replica that you want to replace. This process is dynamic and doesn't have any cluster downtime.

® Note

If your shard or replication group already has five replicas, reverse steps 1 and 2.

To replace a replica in any Valkey or Redis OSS cluster

1. Increase the replica count by adding a replica to the shard or replication group. For more
information, see Increasing the number of replicas in a shard.

2. Delete the replica you want to replace. For more information, see Decreasing the number of

replicas in a shard.

3. Update the endpoints in your application.

» Replace any node in a Valkey or Redis OSS (cluster mode enabled) shard - To replace the node
in a cluster with no downtime, use online resharding. First add a shard by scaling out, and then
delete the shard with the node to be replaced by scaling in.
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To replace any node in a Valkey or Redis OSS (cluster mode enabled) cluster

1.

Scale out: Add an additional shard with the same configuration as the existing shard with
the node to be replaced. For more information, see Adding shards with online resharding.

Scale in: Delete the shard with the node to be replaced. For more information, see Removing
shards with online resharding.

Update the endpoints in your application.

» Replace a node in a Valkey or Redis OSS (cluster mode disabled) cluster - If the cluster is a
Valkey or Redis OSS (cluster mode disabled) cluster without any read replicas, use the following
procedure to replace the node.

To replace the node using replication (cluster mode disabled only)

1.

Add replication to the cluster with the node scheduled for replacement as the primary. Do
not enable Multi-AZ on this cluster. For instructions, see To add replication to a Valkey or
Redis OSS cluster with no shards.

Add a read-replica to the cluster. For instructions, see To add nodes to an ElastiCache cluster

(console).

Promote the newly created read-replica to primary. For instructions, see Promoting a read

replica to primary, for Valkey or Redis OSS (cluster mode disabled) replication groups.

Delete the node scheduled for replacement. For instructions, see Removing nodes from an
ElastiCache cluster.

In your application, replace the old node's endpoint with the new node's endpoint.

» Replace a Valkey or Redis OSS (cluster mode disabled) read-replica - If the node is a read-
replica, replace the node.

If your cluster has only one replica node and Multi-AZ is enabled, you must disable Multi-AZ
before you can delete the replica. For instructions, see Modifying a replication group.

To replace a Valkey or Redis OSS (cluster mode disabled) read replica

1.

Delete the replica that is scheduled for replacement. For instructions, see the following:
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» Decreasing the number of replicas in a shard

» Removing nodes from an ElastiCache cluster

Add a new replica to replace the one that is scheduled for replacement. If you use the same
name as the replica you just deleted, you can skip step 3. For instructions, see the following:

« Increasing the number of replicas in a shard

» Adding a read replica for Valkey or Redis OSS (Cluster Mode Disabled)

In your application, replace the old replica's endpoint with the new replica's endpoint.

If you disabled Multi-AZ at the start, re-enable it now. For instructions, see Enabling Multi-
AZ .

» Replace a Valkey or Redis OSS (cluster mode disabled) primary node - If the node is the
primary node, first promote a read-replica to primary. Then delete the replica that used to be the
primary node.

If your cluster has only one replica and Multi-AZ is enabled, you must disable Multi-AZ before
you can delete the replica in step 2. For instructions, see Modifying a replication group.

To replace a Valkey or Redis OSS (cluster mode disabled) primary node

1.

Promote a read-replica to primary. For instructions, see Promoting a read replica to primary,

for Valkey or Redis OSS (cluster mode disabled) replication groups.

Delete the node that is scheduled for replacement (the old primary). For instructions, see
Removing nodes from an ElastiCache cluster.

Add a new replica to replace the one scheduled for replacement. If you use the same name
as the node you just deleted, you can skip changing endpoints in your application.

For instructions, see Adding a read replica for Valkey or Redis OSS (Cluster Mode Disabled).

In your application, replace the old node's endpoint with the new node's endpoint.

If you disabled Multi-AZ at the start, re-enable it now. For instructions, see Enabling Multi-
AZ.
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Replacing nodes (Memcached)

Amazon ElastiCache for Memcached frequently upgrades its fleet with patches and upgrades being
applied to instances seamlessly. However, from time to time we need to relaunch your ElastiCache
for Memcached nodes to apply mandatory OS updates to the underlying host. These replacements
are required to apply upgrades that strengthen security, reliability, and operational performance.

You have the option to manage these replacements yourself at any time before the scheduled node
replacement window. When you manage a replacement yourself, your instance receives the OS
update when you relaunch the node and your scheduled node replacement is canceled. You might
continue to receive alerts indicating that the node replacement takes place. If you already manually
mitigated the need for the maintenance, you can ignore these alerts.

® Note

Replacement cache nodes automatically generated by Amazon ElastiCache may have
different IP addresses. You are responsible for reviewing your application configuration to
ensure that your cache nodes are associated with the appropriate IP addresses.

The following list identifies actions you can take when ElastiCache schedules one of your
Memcached nodes for replacement.

« Do nothing - If you do nothing, ElastiCache replaces the node as scheduled. When ElastiCache
automatically replaces the node with a new node, the new node is initially empty.

« Change your maintenance window - For scheduled maintenance events, you receive an email
or a notification event from ElastiCache. In this case, if you change your maintenance window
before the scheduled replacement time, your node now is replaced at the new time. For more
information, see Modifying an ElastiCache cluster.

® Note

The ability to change your replacement window by moving your maintenance window
is only available when the ElastiCache notification includes a maintenance window.

If the notification does not include a maintenance window, you cannot change your
replacement window.
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For example, let's say it's Thursday, November 9, at 15:00 and the next maintenance window is
Friday, November 10, at 17:00. Following are three scenarios with their outcomes:

» You change your maintenance window to Fridays at 16:00, after the current date and time and
before the next scheduled maintenance window. The node is replaced on Friday, November 10,
at 16:00.

» You change your maintenance window to Saturday at 16:00, after the current date and
time and after the next scheduled maintenance window. The node is replaced on Saturday,
November 11, at 16:00.

» You change your maintenance window to Wednesday at 16:00, earlier in the week than the
current date and time). The node is replaced next Wednesday, November 15, at 16:00.

For instructions, see Managing ElastiCache cluster maintenance.

« Manually replace the node - If you need to replace the node before the next maintenance
window, manually replace the node.

If you manually replace the node, keys are redistributed. This redistribution causes cache misses.
To manually replace a Memcached node

1. Delete the node scheduled for replacement. For instructions, see Removing nodes from an
ElastiCache cluster.

2. Add a new node to the cluster. For instructions, see Adding nodes to an ElastiCache cluster.

3. If you are not using auto discovery on this cluster, see your application and replace every
instance of the old node's endpoint with the new node's endpoint.

Reserved nodes

Reserving one or more ElastiCache nodes might be a way for you to reduce costs. Reserved nodes
are charged an up front fee that depends upon the node type and the length of reservation— one
or three years.

To see if reserved nodes are a cost savings for your use cases, first determine the node size and
number of nodes you need. Then estimate the usage of the node, and compare the total cost to
you of using On-Demand nodes versus reserved nodes. You can mix and match reserved and On-
Demand node usage in your clusters. For pricing information, see Amazon ElastiCache Pricing.

Reserved nodes API Version 2015-02-02 172


http://www.amazonaws.cn/elasticache/pricing/

Amazon ElastiCache User Guide

Topics

» Managing costs with reserved nodes

» Standard reserved node offerings

o Size flexible reserved nodes

» Deleting a reserved node

» Legacy reserved node offerings

» Getting info about reserved node offerings

e Purchasing a reserved node

» Getting info about your reserved nodes

Managing costs with reserved nodes

Reserving one or more nodes may be a way for you to reduce costs. Reserved nodes are charged an
up front fee that depends upon the node type and the length of reservation—one or three years.
This charge is much less than the hourly usage charge that you incur with On-Demand nodes.

To see if reserved nodes are a cost savings for your use cases, first determine the node size and
number of nodes you need. Then estimate the usage of the node, and compare the total cost to
you using On-Demand nodes versus reserved nodes. You can mix and match reserved and On-
Demand node usage in your clusters. For pricing information, see Amazon ElastiCache Pricing.

Amazon Region, node type and term length must be chosen at purchase, and cannot be changed
later.

You can use the Amazon Web Services Management Console, the Amazon CLI, or the ElastiCache
API to list and purchase available reserved node offerings.

For more information on reserved nodes, see Amazon ElastiCache Reserved Nodes.

Standard reserved node offerings

When you purchase a reserved node instance (RI) in Amazon ElastiCache, you can purchase a
commitment to getting a discounted rate on a specific node instance type and Amazon Region for
the duration of the reserved node instance. To use an Amazon ElastiCache reserved node instance,
you create a new ElastiCache node instance, just as you would for an on-demand instance.

If the specifications of the new reserve node instance match an existing reserved node instance
for your account, you are billed at the discounted rate offered for the reserved node instance.
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Otherwise, the node instance is billed at an on-demand rate. These standard Rls are available from
R5 and M5 instance families onwards.

® Note

All offering types discussed next are available in one-year and three-year terms.

Offering Types

No Upfront RI provides access to a reserved ElastiCache instance without requiring an upfront
payment. Your No Upfront reserved ElastiCache instance bills a discounted hourly rate for every
hour within the term, regardless of usage.

Partial Upfront Rl requires a part of the reserved ElasticCache instance to be paid upfront. The
remaining hours in the term are billed at a discounted hourly rate, regardless of usage. This option
is the replacement for the legacy Heavy Utilization option, which is explained in the next section.

All Upfront RI requires full payment to be made at the start of the Rl term. You incur no other
costs for the remainder of the term, regardless of the number of hours used.

Size flexible reserved nodes

All reserved nodes are size flexible. When you purchase a reserved node, one thing that you specify
is the node type, for example cache.r6g.xlarge. For more information, about node types, see
Amazon ElastiCache Pricing.

If you have a node, and you need to scale it to larger capacity, your reserved node is automatically
applied to your scaled node. That is, your reserved nodes are automatically applied to usage

of any size in the same node family. Size-flexible reserved nodes are available for nodes with

the same Amazon Region. Size-flexible reserved nodes can only scale in their node families. For
example, a reserved node for a cache.r6g.xlarge can apply to a cache.r6g.2xlarge, but not to a
cache.régd.large, because cache.r6g and cache.r6gd are different node families.

Size flexibility means that you can move freely between configurations within the same node
family. For example, you can move from a r6g.xlarge reserved node (8 normalized units) to two
r6g.large reserved nodes (8 normalized units) (2*4 = 8 normalized units) in the same Amazon
Region at no extra cost.
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Upgrading nodes from Redis OSS to Valkey

With the launch of Valkey in ElastiCache, you can now apply your Redis OSS reserved node
discount to the Valkey cache engine. You can upgrade from Redis OSS to Valkey while still
benefitting from existing contracts and reservations. In addition to being able to apply your
benefits within the cache node family and engine, you can even receive more incremental value.
Valkey is priced at a 20% discount relative to Redis OSS, and with reserved node flexibility, you can
use your Redis OSS reserved nodes to cover 20% more running Valkey nodes.

To calculate the discounted rate, each ElastiCache node and engine combination has a
normalization factor that's measured in units. Reserved node units can be applied to any running
node within the reserved node's instance family for a given engine. Redis OSS reserved nodes can
additionally apply across engines to cover running Valkey nodes. Because Valkey is priced at a
discount relative to Redis OSS and Memcached, its units for a given instance type are lower, which
allows a Redis OSS reserved node to cover more Valkey nodes.

As an example, let's say you have purchased a reserved node for a cache.r7g.4xlarge for the Redis
0SS engine (32 units) and are running one cache.r7g.4xlarge Redis OSS node (32 units). If you
upgrade the node to Valkey, the normalization factor of the running node drops to 25.6 units,
and your existing reserved node provides you with an additional 6.4 units to use against any other
running Valkey or Redis OSS node within the cache.r7g family in the Region. You could use this

to cover 25% of another cache.r7g.4xlarge Valkey node in the account (25.6 units), or 100% of a
cache.r7g.xlarge Valkey node (6.4 units).

Comparing usage with normalized units

You can compare usage for different reserved node sizes by using normalized units. For example,
one hour of usage on two cache.r6g.4xlarge nodes is equivalent to 16 hours of usage on one
cache.rbg.large. The following table shows the number of normalized units for each node size:

Node size Normalized units with Redis OSS or Normalized units with Valkey
Memcached

micro 0.5 0.4

small 1 .8

medium 2 1.6
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Node size

large
xlarge
2xlarge
4xlarge
6xlarge
8xlarge
10xlarge
12xlarge
16xlarge

24xlarge

Normalized units with Redis OSS or

Memcached

4

8

16

32

48

64

80

96

128

192

Normalized units with Valkey

3.2
6.4
12.8
25.6
38.4
51.2
64
76.8
102.4

153.6

For example, you purchase a cache.régd.xlarge reserved node, and you have two running
cache.régd.large reserved nodes in your account in the same Amazon Region. In this case, the
billing benefit is applied in full to both nodes.

Region

i cache.régd.xlarge reserved node

Alternatively, if you have one cache.régd.2xlarge instance running in your account in the same

Amazon Region, the billing benefit is applied to 50 percent of the usage of the reserved node.

Reserved nodes
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cache.régd.2xlarge

Deleting a reserved node

The terms for a reserved node involve a one-year or three-year commitment. You can't cancel a
reserved node. However, you can delete a node that is covered by a reserved node discount. The
process for deleting a node that is covered by a reserved node discount is the same as for any other
node.

If you delete a node that is covered by a reserved node discount, you can launch another node
with compatible specifications. In this case, you continue to get the discounted rate during the
reservation term (one or three years).

Legacy reserved node offerings

There are three levels of legacy node reservations—Heavy Utilization, Medium Utilization, and
Light Utilization. Nodes can be reserved at any utilization level for either one or three years. The
node type, utilization level, and reservation term affect your total costs. Verify the savings that
reserved nodes can provide your business by comparing various models before you purchase
reserved nodes.

Nodes purchased at one utilization level or term cannot be converted to a different utilization level
or term.

Utilization Levels

Heavy Utilization reserved nodes enable workloads that have a consistent baseline of capacity or
run steady-state workloads. Heavy Utilization reserved nodes require a high up-front commitment,
but if you plan to run more than 79 percent of the reserved node term you can earn the largest
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savings (up to 70 percent off of the On-Demand price). With Heavy Utilization reserved nodes,
you pay a one-time fee. This is then followed by a lower hourly fee for the duration of the term
regardless of whether your node is running.

Medium Utilization reserved nodes are the best option if you plan to use your reserved nodes a large
amount of the time and you want either a lower one-time fee or to stop paying for your node when
you shut it off. Medium Utilization reserved nodes are a more cost-effective option when you plan
to run more than 40 percent of the reserved nodes term. This option can save you up to 64 percent
off of the On-Demand price. With Medium Utilization reserved nodes, you pay a slightly higher
one-time fee than with Light Utilization reserved nodes, and you receive lower hourly usage rates
when you run a node.

Light Utilization reserved nodes are ideal for periodic workloads that run only a couple of hours

a day or a few days per week. Using Light Utilization reserved nodes, you pay a one-time fee
followed by a discounted hourly usage fee when your node is running. You can start saving when
your node is running more than 17 percent of the reserved node term. You can save up to 56
percent off of the On-Demand rates over the entire term of your reserved node.

Legacy reserved node offerings

Offering Up-front cost Usage fee Advantage

Heavy Utilization Highest Lowest hourly fee. Lowest overall cost if
Applied to the whole  you plan to run your
term whether or not reserved nodes more

you're using the than 79 percent of a
reserved node. three-year term.

Medium Utilization Medium Hourly usage fee Suitable for elastic
charged for each workloads or when
hour the node is you expect moderate
running. No hourly usage, more than 40
charge when the percent of a three-
node is not running. year term.

Light Utilization Lowest Hourly usage fee Highest overall cost if
charged for each you plan to run all of
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Offering Up-front cost Usage fee

hour the node is
running. No hourly
charge when the
node is not running.
Highest hourly fees
of all the offering
types, but fees

apply only when the
reserved node is
running.
On-Demand Use None Highest hourly fee.
(No reserved nodes) Applied whenever the

node is running.

For more information, see Amazon ElastiCache Pricing.

Advantage

the time. However,
this is the lowest
overall cost if you
plan to use your rese
rved node infrequen
tly, more than about
15 percent of a
three-year term.

Highest hourly cost.
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Getting info about reserved node offerings

Before you purchase reserved nodes, you can get information about available reserved node
offerings.

The following examples show how to get pricing and information about available reserved node
offerings using the Amazon Web Services Management Console, Amazon CLI, and ElastiCache API.

Topics

» Getting info about reserved node offerings (Console)

» Getting info about reserved node offerings (Amazon CLI)

» Getting info about reserved node offerings (ElastiCache API)

Getting info about reserved node offerings (Console)

To get pricing and other information about available reserved cluster offerings using the Amazon
Web Services Management Console, use the following procedure.

To get information about available reserved node offerings

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

In the navigation pane, choose Reserved Nodes.
Choose Purchase Reserved Node.

For Engine, choose either Valkey, Memcached, or Redis OSS.

i A W

To determine the available offerings, make selections for the following options:

» Node Type
o Term

« Offering Type

After you make these selections, the cost per node and total cost of your selections is shown
under Reservation details.

6. Choose Cancel to avoid purchasing these nodes and incurring charges.
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Getting info about reserved node offerings (Amazon CLI)

To get pricing and other information about available reserved node offerings for Valkey or Redis
0SS, type the following command at a command prompt:

aws elasticache describe-reserved-cache-nodes-offerings

This operation produces output similar to the following (JSON format):

"ReservedCacheNodesOfferingId": "@xxxxxxxx-xxeb-44ex-xx3c-XXXXXXxx072",
"CacheNodeType": "cache.xxx.large",
"Duration": 94608000,
"FixedPrice": XXXX.X,
"UsagePrice": X.X,
"ProductDescription": "redis",
"OfferingType": "All Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.X,
"RecurringChargeFrequency": "Hourly"

"ReservedCacheNodesOfferingId": "@xxxxxxxX-xxeb-44ex-xx3c-xxxxxxxxQ72",
"CacheNodeType": "cache.xxx.xlarge",
"Duration": 94608000,
"FixedPrice": XXXX.X,
"UsagePrice": X.X,
"ProductDescription": "redis",
"OfferingType": "Partial Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.XXX,
"RecurringChargeFrequency": "Hourly"

"ReservedCacheNodesOfferingId": "@xxxxxxxx-xxeb-44ex-xx3c-XXXXXXxx072",
"CacheNodeType": "cache.xxx.large",
"Duration": 31536000,
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"FixedPrice": X.X,
"UsagePrice": X.X,
"ProductDescription": "redis",
"OfferingType": "No Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.XXX,
"RecurringChargeFrequency": "Hourly"

To get pricing and other information about available reserved node offerings for Memcached, type

the following command at a command prompt:

}I

"ReservedCacheNodesOfferingId": "@xxxxxxxx-xxeb-44ex-xx3c-xXXXXxxx072",
"CacheNodeType": '"cache.xxx.large",
"Duration": 94608000,
"FixedPrice": XXXX.X,
"UsagePrice": X.X,
"ProductDescription": "memcached",
"OfferingType": "All Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.X,
"RecurringChargeFrequency": "Hourly"

"ReservedCacheNodesOfferingId": "@xxxxxxxx-xxeb-44ex-xx3c-xXXXXxxx072",
"CacheNodeType": "cache.xxx.xlarge",
"Duration": 94608000,
"FixedPrice": XXXX.X,
"UsagePrice": X.X,
"ProductDescription": "memcached",
"OfferingType": "Partial Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.XXXX,
"RecurringChargeFrequency": "Hourly"

Reserved nodes
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]
},
{
"ReservedCacheNodesOfferingId": "@xxxxxxxx-xxeb-44ex-xx3c-xxXXXxxxx072",

"CacheNodeType": "cache.xx.1l2xlarge",
"Duration": 31536000,
"FixedPrice": X.X,
"UsagePrice": X.X,
"ProductDescription": "memcached",
"OfferingType": "No Upfront",
"RecurringCharges": [
{
"RecurringChargeAmount": X.XXXX,
"RecurringChargeFrequency": "Hourly"

For more information, see describe-reserved-cache-nodes-offerings in the Amazon CLI Reference.

Getting info about reserved node offerings (ElastiCache API)

To get pricing and information about available reserved node offerings, call the

DescribeReservedCacheNodesOfferings action.

Example

https://elasticache.us-west-2.amazonaws.com/
?Action=DescribeReservedCacheNodesOfferings
&Version=2014-12-01
&SignatureVersion=4
&SignatureMethod=HmacSHA256
&Timestamp=20141201T220302Z
&X-Amz-Algorithm
&X-Amz-SignedHeaders=Host
&X-Amz-Expires=20141201T220302Z
&X-Amz-Credential=<credential>
&X-Amz-Signature=<signature>

For more information, see DescribeReservedCacheNodesOfferings in the ElastiCache API Reference.

Reserved nodes
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Purchasing a reserved node

The following examples show how to purchase a reserved node offering using the Amazon Web
Services Management Console, the Amazon CLI, and the ElastiCache API.

/A Important

Following the examples in this section incurs charges on your Amazon account that you
can't reverse.

Topics

» Purchasing a reserved node (Console)

« Purchasing a reserved node (Amazon CLI)

« Purchasing a reserved node (ElastiCache API)

Purchasing a reserved node (Console)

This example shows purchasing a specific reserved node offering, 649fd0c8-cf6d-47a0-
bfa6-060f8e75e95f, with a reserved node ID of myreservationID.

The following procedure uses the Amazon Web Services Management Console to purchase the
reserved node offering by offering id.

To purchase reserved nodes

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

In the navigation list, choose the Reserved Nodes link.
Choose the Purchase reserved nodes button.

For Engine, choose Valkey, Memcached, or Redis OSS.

ik W

To determine the available offerings, make selections for the following options:

Node Type

e Term

Offering Type

An optional Reserved node ID
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After you make these selections, the cost per node and total cost of your selections is shown
under Reservation details.

6. Choose Purchase.

Purchasing a reserved node (Amazon CLI)

The following example shows purchasing the specific reserved cluster offering, 649fd0c8-
cf6d-47a0-bfa6-060f8e75e95f, with a reserved node ID of myreservationID.

Type the following command at a command prompt:

For Linux, OS X, or Unix:

aws elasticache purchase-reserved-cache-nodes-offering \
--reserved-cache-nodes-offering-id 649fd0c8-cf6d-47a0-bfa6-0601f8e75e95f \
--reserved-cache-node-id myreservationID

For Windows:

aws elasticache purchase-reserved-cache-nodes-offering 2
--reserved-cache-nodes-offering-id 649fd0c8-cf6d-47a0-bfa6-060f8e75e95f
--reserved-cache-node-id myreservationID

The command returns output similar to the following:

RESERVATION ReservationId Class Start Time Duration
Fixed Price Usage Price Count State Description Offering Type
RESERVATION myreservationid cache.xx.small 2013-12-19T00:30:23.247Z 1y

XXX.XX USD  X.XXX USD 1 payment-pending memcached Medium Utilization

For more information, see purchase-reserved-cache-nodes-offering in the Amazon CLI Reference.

Purchasing a reserved node (ElastiCache API)

The following example shows purchasing the specific reserved node offering, 649fd0c8-cf6d-47a0-
bfa6-060f8e75e95f, with a reserved cluster ID of myreservationlD.

Call the PurchaseReservedCacheNodesOffering operation with the following parameters:
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» ReservedCacheNodesOfferingld = 649fd0@c8-cf6d-47a0-bfa6-060f8e75e95f
« ReservedCacheNodeID =myreservationID

e CacheNodeCount =1

Example

https://elasticache.us-west-2.amazonaws.com/
?Action=PurchaseReservedCacheNodesOffering
&ReservedCacheNodesOfferingId=649fd0c8-cf6d-47a0-bfa6-060f8e75e95f
&ReservedCacheNodeID=myreservationID
&CacheNodeCount=1
&SignatureVersion=4
&SignatureMethod=HmacSHA256
&Timestamp=20141201T220302Z
&X-Amz-Algorithm=&AWS; 4-HMAC-SHA256
&X-Amz-Date=20141201T7220302Z
&X-Amz-SignedHeaders=Host
&X-Amz-Expires=20141201T72203027
&X-Amz-Credential=<credential>
&X-Amz-Signature=<signature>

For more information, see PurchaseReservedCacheNodesOffering in the ElastiCache API Reference.
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Getting info about your reserved nodes

You can get information about the reserved nodes you've purchased using the Amazon Web
Services Management Console, the Amazon CLI, and the ElastiCache API.

Topics

» Getting info about your reserved nodes (Console)

» Getting info about your reserved nodes (Amazon CLI)

» Getting info about your reserved nodes (ElastiCache API)

Getting info about your reserved nodes (Console)

The following procedure describes how to use the Amazon Web Services Management Console to
get information about the reserved nodes you purchased.

To get information about your purchased reserved nodes

1. Signin to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

2. In the navigation list, choose the Reserved nodes link.

The reserved nodes for your account appear in the Reserved nodes list. You can choose any of
the reserved nodes in the list to see detailed information about the reserved node in the detail
pane at the bottom of the console.

Getting info about your reserved nodes (Amazon CLI)

To get information about reserved nodes for your Amazon account, type the following command at
a command prompt:

aws elasticache describe-reserved-cache-nodes

This operation produces output similar to the following (JSON format):

"ReservedCacheNodeId": "myreservationid",
"ReservedCacheNodesOfferingId": "649fd0c8-cf6d-47a0-bfa6-060f8e75e95f",
"CacheNodeType": "cache.xx.small",

"DataTiering": "disabled",
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"Duration": "31536000",
"ProductDescription": "memcached",
"OfferingType": "Medium Utilization",
"MaxRecords": @

For more information, see describe-reserved-cache-nodes in the Amazon CLI Reference.

Getting info about your reserved nodes (ElastiCache API)

To get information about reserved nodes for your Amazon account, call the
DescribeReservedCacheNodes operation.

Example

https://elasticache.us-west-2.amazonaws.com/
?Action=DescribeReservedCacheNodes
&Version=2014-12-01
&SignatureVersion=4
&SignatureMethod=HmacSHA256
&Timestamp=20141201T2203027
&X-Amz-Algorithm=&AWS; 4-HMAC-SHA256
&X-Amz-Date=20141201T2203027Z
&X-Amz-SignedHeaders=Host
&X-Amz-Expires=20141201T220302Z
&X-Amz-Credential=<credential>
&X-Amz-Signature=<signature>

For more information, see DescribeReservedCacheNodes in the ElastiCache API Reference.

Migrating previous generation nodes

Previous generation nodes are node types that are being phased out. If you have no existing
clusters using a previous generation node type, ElastiCache does not support the creation of new
clusters with that node type.

Due to the limited amount of previous generation node types, we cannot guarantee a successful
replacement when a node becomes unhealthy in your cluster(s). In such a scenario, your cluster
availability may be negatively impacted.

We recommend that you migrate your cluster(s) to a new node type for better availability and
performance. For a recommended node type to migrate to, see Upgrade Paths. For a full list of
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supported node types and previous generation node types in ElastiCache, see Supported node
types.

Migrating nodes on a Valkey or Redis OSS cluster

The following procedure describes how to migrate your Valkey or Redis OSS cluster node type
using the ElastiCache Console. During this process, your Valkey or Redis OSS cluster will continue
to serve requests with minimal downtime. Depending on your cluster configuration you may

see the following downtimes. The following are estimates and may differ based on your specific
configurations:

» Cluster mode disabled (single node) may see approximately 60 seconds, primarily due to DNS
propagation.

o Cluster mode disabled (with replica node) may see approximately 1 second for clusters
running Valkey 7.2 and above or Redis OSS 5.0.6 and above. All lower versions can experience
approximately 10 seconds.

o Cluster mode enabled may see approximately 1 second.

To modify a Valkey or Redis OSS cluster node type using the console:

1. Signin to the Console and open the ElastiCache console at https://console.aws.amazon.com/

elasticache/.

From the navigation pane, choose Valkey clusters or Redis OSS clusters.
From the list of clusters, choose the cluster you want to migrate.

Choose Actions and then choose Modify.

Choose the new node type from the node type list.

o kA W

If you want to perform the migration process right away, choose Apply immediately. If Apply
immediately is not chosen, the migration process is performed during the cluster's next
maintenance window.

7. Choose Modify. If you chose Apply immediately in the previous step, the cluster's status
changes to modifying. When the status changes to available, the modification is complete
and you can begin using the new cluster.

To modify a Valkey or Redis OSS cluster node type using the Amazon CLI:

Use the modify-replication-group API as shown following:
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For Linux, OS X, or Unix:

aws elasticache modify-replication-group /
--replication-group-id my-replication-group /
--cache-node-type new-node-type /
--apply-immediately

For Windows:

aws elasticache modify-replication-group ~
--replication-group-id my-replication-group *
--cache-node-type new-node-type "
--apply-immediately

In this scenario, the value of new-node-type is the node type you are migrating to. By passing the
--apply-immediately parameter, the update will be applied immediately when the replication
group transitions from modifying to available status. If Apply immediately is not chosen, the
migration process is performed during the cluster's next maintenance window.

(® Note

If you are unable to modify the cluster with an InvalidCacheClusterState error, you
need to remove a restore-failed node first.

Fixing or removing restore-failed-node(s)

The following procedure describes how to fix or remove restore-failed node(s) from your Valkey
or Redis OSS cluster. To learn more on how ElastiCache node(s) enter a restore-failed state, see
Viewing ElastiCache Node Status. We recommend first removing any nodes in a restore-failed state,

then migrating the remaining previous generation nodes in the ElastiCache cluster to a newer
generation node type, and finally adding back the required number of nodes.

To remove restore-failed node (console):

1. Signin to the Console and open the ElastiCache console at https://console.aws.amazon.com/

elasticache/.

2. From the navigation pane, choose Valkey clusters or Redis OSS clusters.

Migrating previous generation nodes API Version 2015-02-02 190


https://console.aws.amazon.com/elasticache/home
https://console.aws.amazon.com/elasticache/home

Amazon ElastiCache User Guide

3. From the list of clusters, choose the cluster you want to remove a node from.

4. From the list of shards, choose the shard you want to remove a node from. Skip this step if
cluster mode is disabled for the cluster.

5. From the list of nodes, choose the node with a status of restore-failed.

6. Choose Actions and then choose Delete node.

Once you remove the restore-failed node(s) from your ElastiCache cluster, you can now migrate to
a newer generation type. For more information, see above on Migrating nodes on a Valkey or Redis
OSS cluster.

To add back nodes to your ElastiCache cluster, see Adding nodes to an ElastiCache cluster.

Migrating nodes on a Memcached cluster

To migrate ElastiCache for Memcached to a different node type, you must create a new cluster,
which always starts out empty that your application can populate.

To migrate your ElastiCache for Memcached cluster node type using the ElastiCache Console:

» Create a new cluster with the new node type. For more information, see Creating a Memcached
cluster (console).

 In your application, update the endpoints to the new cluster's endpoints. For more information,
see Finding a Cluster's Endpoints (Console) (Memcached)

« Delete the old cluster. For more information, see Deleting a cluster in ElastiCache

Managing clusters in ElastiCache

A cluster is a collection of one or more cache nodes, all of which run an instance of the Valkey,
Memcached, and Redis OSS engine software. When you create a cluster, you specify the engine and
version for all of the nodes to use.

Valkey and Redis OSS clusters

The following diagram illustrates a typical Valkey or Redis OSS cluster. These clusters can contain
a single node or up to six nodes inside a shard (API/CLI: node group), A single-node Valkey or Redis
0SS (cluster mode disabled) cluster has no shard, and a multi-node Valkey or Redis OSS (cluster
mode disabled) cluster has a single shard. Valkey or Redis OSS (cluster mode enabled) clusters

Managing clusters in ElastiCache API Version 2015-02-02 191



Amazon ElastiCache User Guide

can have up to 500 shards, with your data partitioned across the shards. The node or shard limit
can be increased to a maximum of 500 per cluster if the engine version is Valkey 7.2 and higher

or Redis OSS 5.0.6 and higher. For example, you can choose to configure a 500 node cluster that
ranges between 83 shards (one primary and 5 replicas per shard) and 500 shards (single primary
and no replicas). Make sure there are enough available IP addresses to accommodate the increase.
Common pitfalls include the subnets in the subnet group have too small a CIDR range or the
subnets are shared and heavily used by other clusters. For more information, see Creating a subnet
group. For versions below 5.0.6, the limit is 250 per cluster.

To request a limit increase, see Amazon Service Limits and choose the limit type Nodes per cluster

per instance type.

When you have multiple nodes in a Valkey or Redis OSS shard, one of the nodes is a read/write
primary node. All other nodes in the shard are read-only replicas.

Typical Valkey or Redis OSS clusters look as follows.

Redis OSS h Redis OSS (cluster mode disabled) Redis OSS (cluster mode enabled) )
Cluster Cluster With replication and data partitioning
- With replication
No replication — — — B, —
A ’ P/rlmar:f / 15 Prlmary 15 { Prlmar; 1-5 A
Node k Node ]—> Replica ) |_|\ Node ,f__H Replica i I\.. Node ;'__H Replica .l'
' / Nodes S/ . Nodes / \_ / \ Nodes
- ) ~ N~ ~ ~—
- Shard Shard-0001 Shard-000n

Memcached clusters

Typical Memcached clusters look as follows. Memcached clusters contain from 1 to 60 nodes,
across which you horizontally partition your data.

Memcached Cluster
With data partitioning

. - .

Elasticache operations for Valkey, Memcached, and Redis OSS

Most ElastiCache operations are performed at the cluster level. You can set up a cluster with a
specific number of nodes and a parameter group that controls the properties for each node. All
nodes within a cluster are designed to be of the same node type and have the same parameter and
security group settings.
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Every cluster must have a cluster identifier. The cluster identifier is a customer-supplied name for
the cluster. This identifier specifies a particular cluster when interacting with the ElastiCache API
and Amazon CLI commands. The cluster identifier must be unique for that customer in an Amazon
Region.

ElastiCache supports multiple engine versions. Unless you have specific reasons, we recommend
using the latest version.

ElastiCache clusters are designed to be accessed using an Amazon EC2 instance. If you launch your
cluster in a virtual private cloud (VPC) based on the Amazon VPC service, you can access it from
outside Amazon. For more information, see Accessing ElastiCache resources from outside Amazon.

For a list of supported versions, see Supported engines and versions, Supported Redis OSS
versions, and Supported ElastiCache for Memcached versions.
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Choosing a network type in ElastiCache

ElastiCache supports the Internet Protocol versions 4 and 6 (IPv4 and IPv6), allowing you to
configure your cluster to accept:

« only IPv4 connections,
« only IPv6 connections,

« both IPv4 and IPv6 connections (dual-stack)

IPv6 is supported for workloads using Valkey 7.2 and onward, or Redis OSS 6.2 and onward, on all
instances built on the Nitro system. There are no additional charges for accessing ElastiCache over
IPv6.

(® Note

Migration of clusters created prior to the availability of IPV6 / dual-stack is not supported.
Switching between network types on newly created clusters is also not supported.

IPv6 is supported for workloads using Memcached 1.6.6 onward on all instances built on the Nitro
system. There are no additional charges for accessing ElastiCache over IPv6.

Configuring subnets for network type

If you create a cluster in an Amazon VPC, you must specify a subnet group. ElastiCache uses that
subnet group to choose a subnet and IP addresses within that subnet to associate with your nodes.
ElastiCache clusters require a dual-stack subnet with both IPv4 and IPv6 addresses assigned to
them to operate in dual-stack mode and an IPv6-only subnet to operate as IPv6-only.

Using dual-stack

When using ElastiCache for Redis OSS in cluster mode enabled, from an application's perspective,
connecting to all the cluster nodes through the configuration endpoint is no different than
connecting directly to an individual cache node. To achieve this, a cluster-aware client must engage
in a cluster discovery process and request the configuration information for all nodes. Redis'
discovery protocol supports only one IP per node.

When you create a cache cluster with ElastiCache for Memcachedand choose dual-stack as the
network type, you then need to designate an IP discovery type - either IPv4 or IPv6. ElastiCache
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will default the network type and IP discovery to IPv6, but that can be changed. If you use Auto
Discovery, only the IP addresses of your chosen IP type are returned returned to the Memcached
client. For more information, see Automatically identify nodes in your cluster (Memcached).

To maintain backwards compatibility with all existing clients, IP discovery is introduced, which
allows you to select the IP type (i.e., IPv4 or IPv6) to advertise in the discovery protocol. While this
limits auto discovery to only one IP type, dual-stack is still beneficial for cluster mode enabled
workloads, as it enables migrations (or rollbacks) from an IPv4 to an IPv6 Discovery IP type with no
downtime.

TLS enabled dual stack ElastiCache clusters

When TLS is enabled for ElastiCache clusters the cluster discovery functions such as cluster
slots, cluster shards, and cluster nodes with Valkey or Redis OSS and config get
cluster with Memcached return hostnames instead of IPs. The hostnames are then used
instead of IPs to connect to the ElastiCache cluster and perform a TLS handshake. This means
that clients won't be affected by the IP Discovery parameter. For TLS enabled clusters the IP
Discovery parameter has no effect on the preferred IP protocol. Instead, the IP protocol used will be
determined by which IP protocol the client prefers when resolving DNS hostnames.

For examples on how to configure an IP protocol preference when resolving DNS hostnames, see
TLS enabled dual stack ElastiCache clusters.

Using the Amazon Web Services Management Console (Valkey and Redis OSS)

When creating a cluster using the Amazon Web Services Management Console, under
Connectivity, choose a network type, either IPv4, IPv6 or Dual stack. If you are creating a Valkey
or Redis OSS (cluster mode enabled) cluster and choose dual stack, you then must select a
Discovery IP type, either IPv6 or IPv4.

For more information, see Creating a Valkey or Redis OSS (cluster mode enabled) cluster (Console)

or Creating a Valkey or Redis OSS (cluster mode disabled) (Console).

When creating a replication group using the Amazon Web Services Management Console, choose
a network type, either IPv4, IPv6 or Dual stack. If you choose dual stack, you then must select a
Discovery IP type, either IPv6 or IPv4.

For more information, see Creating a Valkey or Redis OSS (Cluster Mode Disabled) replication group
from scratch or Creating a replication group in Valkey or Redis OSS (Cluster Mode Enabled) from
scratch.

Choosing a network type in ElastiCache API Version 2015-02-02 195



Amazon ElastiCache User Guide

Using the Amazon Web Services Management Console (Memcached)

When creating a cache cluster using the Amazon Web Services Management Console, under
Connectivity, choose a network type, either IPv4, IPv6 or Dual stack. If you choose dual stack, you
then must select a Discovery IP type, either IPv6 or IPv4.

For more information, see Creating a Memcached cluster (console).

Using the CLI with Valkey, Memcached, or Redis OSS.
Redis OSS

When creating a cache cluster with Valkey or Redis OSS using the CLI, you use the create-cache-
cluster command and specify the NetworkType and IPDiscovery parameters:

For Linux, macQOS, or Unix:

aws elasticache create-cache-cluster \
--cache-cluster-id "cluster-test" \
--engine redis \
--cache-node-type cache.m5.large \
--num-cache-nodes 1 \
--network-type dual_stack \
--ip-discovery ipv4

For Windows:

aws elasticache create-cache-cluster ~
--cache-cluster-id "cluster-test" ~
--engine redis ~
--cache-node-type cache.m5.large #
--num-cache-nodes 1 ~
--network-type dual_stack »
--ip-discovery ipv4

When creating a replication group with cluster mode disabled using the CLI, you use the create-
replication-group command and specify the NetworkType and IPDiscovery parameters:

For Linux, macOS, or Unix:

aws elasticache create-replication-group \
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--replication-group-id sample-repl-group \
--replication-group-description "demo cluster with replicas" \
--num-cache-clusters 3 \

--primary-cluster-id redis@1 \

--network-type dual_stack \

--ip-discovery ipv4

For Windows:

aws elasticache create-replication-group ~
--replication-group-id sample-repl-group *
--replication-group-description "demo cluster with replicas" #
--num-cache-clusters 3 A
--primary-cluster-id redis@l1 »
--network-type dual_stack A
--ip-discovery ipv4

When creating a replication group with cluster mode enabled and use IPv4 for IP discovery using
the CLI, you use the create-replication-group command and specify the NetworkType and

IPDiscovery parameters:

For Linux, macOS, or Unix:

aws elasticache create-replication-group \
--replication-group-id demo-cluster \
--replication-group-description "demo cluster" \
--cache-node-type cache.m5.large \
--num-node-groups 2 \
--engine redis \
--cache-subnet-group-name xyz \
--network-type dual_stack \
--ip-discovery ipv4 \
--region us-east-1

For Windows:

aws elasticache create-replication-group A
--replication-group-id demo-cluster ~
--replication-group-description "demo cluster" A
--cache-node-type cache.m5.large #
--num-node-groups 2 A
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--engine redis A
--cache-subnet-group-name xyz A
--network-type dual_stack #
--ip-discovery ipv4 2

--region us-east-1

When creating a replication group with cluster mode enabled and use IPv6 for IP discovery using
the CLI, you use the create-replication-group command and specify the NetworkType and

IPDiscovery parameters:

For Linux, macQOS, or Unix:

aws elasticache create-replication-group \
--replication-group-id demo-cluster \
--replication-group-description "demo cluster" \
--cache-node-type cache.m5.large \
--num-node-groups 2 \
--engine redis \
--cache-subnet-group-name xyz \
--network-type dual_stack \
--ip-discovery ipv6 \
--region us-east-1

For Windows:

aws elasticache create-replication-group ~
--replication-group-id demo-cluster ~
--replication-group-description "demo cluster" A
--cache-node-type cache.m5.large *
--num-node-groups 2 *
--engine redis ~
--cache-subnet-group-name xyz #
--network-type dual_stack ~
--ip-discovery ipv6 ~
--region us-east-1

Memcached

When creating a cache cluster with Memcached using the CLI, you use the create-cache-cluster

command and specify the NetworkType and IPDiscovery parameters:

For Linux, macQOS, or Unix:
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aws elasticache create-cache-cluster \
--cache-cluster-id "cluster-test" \
--engine memcached \
--cache-node-type cache.m5.large \
--num-cache-nodes 1 \
--network-type dual_stack \
--ip-discovery ipv4

For Windows:

aws elasticache create-cache-cluster ~
--cache-cluster-id "cluster-test" A
--engine memcached #
--cache-node-type cache.m5.large #
--num-cache-nodes 1 A
--network-type dual_stack ~
--ip-discovery ipv4

Automatically identify nodes in your cluster (Memcached)

For clusters running the Memcached engine, ElastiCache supports Auto Discovery—the ability for
client programs to automatically identify all of the nodes in a cache cluster, and to initiate and
maintain connections to all of these nodes.

(@ Note

Auto Discovery is added for cache clusters running on Amazon ElastiCache Memcached.
Auto Discovery is not available for Valkey or Redis OSS engines.

With Auto Discovery, your application does not need to manually connect to individual cache
nodes; instead, your application connects to one Memcached node and retrieves the list of nodes.
From that list your application is aware of the rest of the nodes in the cluster and can connect to
any of them. You do not need to hard code the individual cache node endpoints in your application.

If you are using dual stack network type on your cluster, Auto Discovery will return only IPv4 or
IPv6 addresses, depending on which one you select. For more information, see Choosing a network
type in ElastiCache .
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All of the cache nodes in the cluster maintain a list of metadata about all of the other nodes. This

metadata is updated whenever nodes are added or removed from the cluster.

Topics

Benefits of Auto Discovery with Memcached

How Auto Discovery Works

Using Auto Discovery

Connecting to Memcached Cache Nodes Manually

Adding Auto Discovery to your Memcached client library

ElastiCache clients with auto discovery

Auto Discovery (Memcached)
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Benefits of Auto Discovery with Memcached
When using Memcached, Auto Discovery offers the following benefits:

» When you increase the number of nodes in a cache cluster, the new nodes register themselves
with the configuration endpoint and with all of the other nodes. When you remove nodes from
the cache cluster, the departing nodes deregister themselves. In both cases, all of the other
nodes in the cluster are updated with the latest cache node metadata.

» Cache node failures are automatically detected; failed nodes are automatically replaced.

(® Note

Until node replacement completes, the node will continue to fail.

« A client program only needs to connect to the configuration endpoint. After that, the Auto
Discovery library connects to all of the other nodes in the cluster.

 Client programs poll the cluster once per minute (this interval can be adjusted if necessary).
If there are any changes to the cluster configuration, such as new or deleted nodes, the client
receives an updated list of metadata. Then the client connects to, or disconnects from, these
nodes as needed.

Auto Discovery is enabled on all ElastiCache Memcached cache clusters. You do not need to reboot
any of your cache nodes to use this feature.
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How Auto Discovery Works

Topics

« Connecting to Cache Nodes

o Normal Cluster Operations

o Other Operations

This section describes how client applications use the ElastiCache Cluster Client to manage cache
node connections, and interact with data items in the cache.

Connecting to Cache Nodes

From the application's point of view, connecting to the cluster configuration endpoint is no
different from connecting directly to an individual cache node. The following sequence diagram
shows the process of connecting to cache nodes.
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Process of Connecting to Cache Nodes

. The application resolves the configuration endpoint's DNS name. Because the configuration
endpoint maintains CNAME entries for all of the cache nodes, the DNS name resolves to one
of the nodes; the client can then connect to that node.

. The client requests the configuration information for all of the other nodes. Since each node
maintains configuration information for all of the nodes in the cluster, any node can pass
configuration information to the client upon request.
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The client receives the current list of cache node hostnames and IP addresses. It can then
connect to all of the other nodes in the cluster.

°

® Note
The client program refreshes its list of cache node hostnames and IP addresses once per
minute. This polling interval can be adjusted if necessary.

Normal Cluster Operations

When the application has connected to all of the cache nodes, ElastiCache Cluster Client
determines which nodes should store individual data items, and which nodes should be queried
for those data items later. The following sequence diagram shows the process of normal cluster

operations.
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Process of Normal Cluster Operations

. The application issues a get request for a particular data item, identified by its key.

. The client uses a hashing algorithm against the key to determine which cache node contains

the data item.
. The data item is requested from the appropriate node.

. The data item is returned to the application.

Auto Discovery (Memcached)
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Other Operations

In some situations, you might make a change to a cluster's nodes. For example, you might add
an additional node to accommodate additional demand, or delete a node to save money during
periods of reduced demand. Or you might replace a node due to a node failure of one sort or
another.

When there is a change in the cluster that requires a metadata update to the cluster's endpoints,
that change is made to all nodes at the same time. Thus the metadata in any given node is
consistent with the metadata in all of the other nodes in the cluster.

In each of these cases, the metadata is consistent among all the nodes at all times since the
metadata is updated at the same time for all nodes in the cluster. You should always use the
configuration endpoint to obtain the endpoints of the various nodes in the cluster. By using the
configuration endpoint, you ensure that you will not be obtaining endpoint data from a node that
“disappears” on you.

Adding a Node

During the time that the node is being spun up, its endpoint is not included in the metadata. As
soon as the node is available, it is added to the metadata of each of the cluster’'s nodes. In this
scenario, the metadata is consistent among all the nodes and you will be able to interact with the
new node only after it is available. Before the node being available, you will not know about it and
will interact with the nodes in your cluster the same as though the new node does not exist.

Deleting a Node

When a node is removed, its endpoint is first removed from the metadata and then the node is
removed from the cluster. In this scenario the metadata in all the nodes is consistent and there

is no time in which it will contain the endpoint for the node to be removed while the node is not
available. During the node removal time it is not reported in the metadata and so your application
will only be interacting with the n-1 remaining nodes, as though the node does not exist.

Replacing a Node

If a node fails, ElastiCache takes down that node and spins up a replacement. The replacement
process takes a few minutes. During this time the metadata in all the nodes still shows the
endpoint for the failed node, but any attempt to interact with the node will fail. Therefore, your
logic should always include retry logic.
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Using Auto Discovery
To begin using Auto Discovery with ElastiCache for Memcached, follow these steps:

» Obtain the Configuration Endpoint

« Download the ElastiCache Cluster Client

» Modify Your Application Program

Obtain the Configuration Endpoint

To connect to a cluster, client programs must know the cluster configuration endpoint. See the
topic Finding a Cluster's Endpoints (Console) (Memcached)

You can also use the aws elasticache describe-cache-clusters command with the --
show-cache-node-info parameter:

Whatever method you use to find the cluster's endpoints, the configuration endpoint will always
have .cfg in its address.

Example Finding endpoints using the Amazon CLI for ElastiCache

For Linux, OS X, or Unix:

aws elasticache describe-cache-clusters \
--cache-cluster-id mycluster \
--show-cache-node-info

For Windows:

aws elasticache describe-cache-clusters 2
--cache-cluster-id mycluster *
--show-cache-node-info

This operation produces output similar to the following (JSON format):

{
"CacheClusters": [
{
"Engine": "memcached",
"CacheNodes": [
{
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"CacheNodeId": "0001",

"Endpoint": {
"Port": 11211,
"Address": "mycluster.fnjyzo.cfg.0001.usel.cache.amazonaws.com"
},
"CacheNodeStatus": "available",
"ParameterGroupStatus": "in-sync",
"CacheNodeCreateTime": "2016-10-12T21:39:28.001z",
"CustomerAvailabilityZone": "us-east-le"
1,
{
"CacheNodeId": "0002",
"Endpoint": {
"Port": 11211,
"Address": "mycluster.fnjyzo.cfg.0002.usel.cache.amazonaws.com"
1,
"CacheNodeStatus": "available",
"ParameterGroupStatus": "in-sync",
"CacheNodeCreateTime": "2016-10-12T21:39:28.0017",
"CustomerAvailabilityZone": "us-east-1a"
}

1,
"CacheParameterGroup": {
"CacheNodeIdsToReboot": [],
"CacheParameterGroupName": "default.memcachedl.4",
"ParameterApplyStatus": "in-sync"
},
"CacheClusterId": "mycluster",
"PreferredAvailabilityZone": "Multiple",
"ConfigurationEndpoint": {
"Port": 11211,
"Address": "mycluster.fnjyzo.cfg.usel.cache.amazonaws.com"
},
"CacheSecurityGroups": [],
"CacheClusterCreateTime": "2016-10-12T21:39:28.001Z",
"AutoMinorVersionUpgrade": true,

"CacheClusterStatus": "available",
"NumCacheNodes": 2,
"ClientDownloadLandingPage": "https://console.aws.amazon.com/elasticache/

home#client-download:",
"CacheSubnetGroupName": "default",
"EngineVersion": "1.4.24",
"PendingModifiedValues": {3},
"PreferredMaintenanceWindow": "sat:06:00-sat:07:00",
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"CacheNodeType": "cache.r3.large"

Download the ElastiCache Cluster Client

To take advantage of Auto Discovery, client programs must use the ElastiCache Cluster Client. The
ElastiCache Cluster Client is available for Java, PHP, and .NET and contains all of the necessary logic
for discovering and connecting to all of your cache nodes.

To download the ElastiCache Cluster Client

1. Signin to the Amazon Management Console and open the ElastiCache console at https://
console.amazonaws.cn/elasticache/.

2. From the ElastiCache console, choose ElastiCache Cluster Client then choose Download.

The source code for the ElastiCache Cluster Client for Java is available at https://github.com/
amazonwebservices/aws-elasticache-cluster-client-memcached-for-java. This library is based on

the popular Spymemcached client. The ElastiCache Cluster Client is released under the Amazon
Software License http://www.amazonaws.cn/asl. You are free to modify the source code as you

see fit. You can even incorporate the code into other open source Memcached libraries, or into your
own client code.

(® Note

To use the ElastiCache Cluster Client for PHP, you will first need to install it on your
Amazon EC2 instance. For more information, see Installing the ElastiCache cluster client for
PHP.

For a TLS supported client download the binary with PHP version 7.4 or higher.

To use the ElastiCache Cluster Client for .NET, you will first need to install it on your
Amazon EC2 instance. For more information, see Installing the ElastiCache cluster client
for .NET.

Modify Your Application Program

Modify your application program so that it uses Auto Discovery. The following sections show how
to use the ElastiCache Cluster Client for Java, PHP, and .NET.
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/A Important

When specifying the cluster's configuration endpoint, be sure that the endpoint has ".cfg"
in its address as shown here. Do not use a CNAME or an endpoint without ".cfg" in it.

"mycluster.fnjyzo.cfg.usel.cache.amazonaws.com";

Failure to explicitly specify the cluster's configuration endpoint results in configuring to a
specific node.

Using the ElastiCache Cluster Client for Java

The program below demonstrates how to use the ElastiCache Cluster Client to connect to a cluster
configuration endpoint and add a data item to the cache. Using Auto Discovery, the program
connects to all of the nodes in the cluster without any further intervention.

package com.amazon.elasticache;

import java.io.IOException;
import java.net.InetSocketAddress;

// Import the &AWS;-provided library with Auto Discovery support
import net.spy.memcached.MemcachedClient;

public class AutoDiscoveryDemo {
public static void main(String[] args) throws IOException {

String configEndpoint = "mycluster.fnjyzo.cfg.usel.cache.amazonaws.com";
Integer clusterPort = 11211;

MemcachedClient client = new MemcachedClient(
new InetSocketAddress(configEndpoint,
clusterPort));
// The client will connect to the other cache nodes automatically.

// Store a data item for an hour.
// The client will decide which cache host will store this item.
client.set("theKey", 3600, "This is the data value");
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}

Using the ElastiCache Cluster Client for PHP

The program below demonstrates how to use the ElastiCache Cluster Client to connect to a cluster
configuration endpoint and add a data item to the cache. Using Auto Discovery, the program will
connect to all of the nodes in the cluster without any further intervention.

To use the ElastiCache Cluster Client for PHP, you will first need to install it on your Amazon EC2
instance. For more information, see Installing the ElastiCache cluster client for PHP

<?php

/**
* Sample PHP code to show how to integrate with the Amazon ElastiCache
* Auto Discovery feature.

*/

/* Configuration endpoint to use to initialize memcached client.
* This is only an example. */
$server_endpoint = "mycluster.fnjyzo.cfg.usel.cache.amazonaws.com";

/* Port for connecting to the ElastiCache cluster.
* This is only an example */
$server_port = 11211;

/**

* The following will initialize a Memcached client to utilize the Auto Discovery
feature.

*

* By configuring the client with the Dynamic client mode with single endpoint, the

* client will periodically use the configuration endpoint to retrieve the current
cache

* cluster configuration. This allows scaling the cache cluster up or down in number
of nodes

* without requiring any changes to the PHP application.

* By default the Memcached instances are destroyed at the end of the request.
* To create an instance that persists between requests,

& use persistent_id to specify a unique ID for the instance.

* All instances created with the same persistent_id will share the same connection.
* See http://php.net/manual/en/memcached.construct.php for more information.

*/
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$dynamic_client = new Memcached('persistent-id');
$dynamic_client->setOption(Memcached: :OPT_CLIENT_MODE,
Memcached: : DYNAMIC_CLIENT_MODE);
$dynamic_client->addServer($server_endpoint, $server_port);

/**

* Store the data for 60 seconds in the cluster.

* The client will decide which cache host will store this item.
*/

$dynamic_client->set('key', 'value', 60);

/**
* Configuring the client with Static client mode disables the usage of Auto Discovery
* and the client operates as it did before the introduction of Auto Discovery.
* The user can then add a list of server endpoints.
*/
$static_client = new Memcached('persistent-id');
$static_client->setOption(Memcached: :OPT_CLIENT_MODE, Memcached::STATIC_CLIENT_MODE);
$static_client->addServer($server_endpoint, $server_port);

/**
* Store the data without expiration.
* The client will decide which cache host will store this item.
*/
$static_client->set('key', 'value');
?>

For an example on how to use the ElastiCache Cluster Client with TLS enabled, see Using in transit
encryption with PHP and Memcached.

Using the ElastiCache Cluster Client for .NET

(® Note
The ElastiCache .NET cluster client has been deprecated as of May, 2022.

.NET client for ElastiCache is open source at https://github.com/awslabs/elasticache-cluster-
config-net.

.NET applications typically get their configurations from their config file. The following is a sample
application config file.
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<?xml version="1.0" encoding="utf-8"7?>
<configuration>
<configSections>
<section
name="clusterclient"
type="Amazon.ElastiCacheCluster.ClusterConfigSettings,
Amazon.ElastiCacheCluster" />
</configSections>

<clusterclient>
<!-- the hostname and port values are from step 1 above -->
<endpoint hostname="mycluster.fnjyzo.cfg.usel.cache.amazonaws.com"
port="11211" />
</clusterclient>
</configuration>

The C# program below demonstrates how to use the ElastiCache Cluster Client to connect to
a cluster configuration endpoint and add a data item to the cache. Using Auto Discovery, the
program will connect to all of the nodes in the cluster without any further intervention.

// kkhkkkhkkhkkhkkhkhkhkhkhkkkhkikk

// Sample C# code to show how to integrate with the Amazon ElastiCcache Auto Discovery
feature.

using System;
using Amazon.ElastiCacheCluster;

using Enyim.Caching;
using Enyim.Caching.Memcached;

public class DotNetAutoDiscoveryDemo {
public static void Main(String[] args) {
// instantiate a new client.
ElastiCacheClusterConfig config = new ElastiCacheClusterConfig();
MemcachedClient memClient = new MemcachedClient(config);
// Store the data for 3600 seconds (lhour) in the cluster.

// The client will decide which cache host will store this item.
memClient.Store(StoreMode.Set, 3600, "This is the data value.");
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} // end Main

} // end class DotNetAutoDiscoverDemo
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Connecting to Memcached Cache Nodes Manually

If your client program does not use Auto Discovery, it can manually connect to each of the
Memcached cache nodes. This is the default behavior for Memcached clients.

You can obtain a list of cache node hostnames and port numbers from the Amazon Management

Console. You can also use the Amazon CLI aws elasticache describe-cache-clusters
command with the --show-cache-node-info parameter.

Example

The following Java code snippet shows how to connect to all of the nodes in a four-node cache
cluster:

ArraylList<String> cacheNodes = new ArraylList<String>(

Arrays.aslList(
"mycachecluster.fnjyzo.0001.usel.cache.amazonaws.com:11211",
"mycachecluster.fnjyzo.0002.usel.cache.amazonaws.com:11211",
"mycachecluster.fnjyzo.0003.usel.cache.amazonaws.com:11211",
"mycachecluster.fnjyzo.0004.usel.cache.amazonaws.com:11211"));

MemcachedClient cache = new MemcachedClient(AddrUtil.getAddresses(cacheNodes));

/A Important

If you scale up or scale down your cache cluster by adding or removing nodes, you will need
to update the list of nodes in the client code.
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Adding Auto Discovery to your Memcached client library

The configuration information for Auto Discovery is stored redundantly in each Memcached
cache cluster node. Client applications can query any cache node and obtain the configuration
information for all of the nodes in the cluster.

The way in which an application does this depends upon the cache engine version:

« If the cache engine version is 1.4.14 or higher, use the config command.

« If the cache engine version is lower than 1.4.14, use the get AmazonElastiCache:cluster
command.

The outputs from these two commands are identical, and are described in the Output Format
section below.

Cache engine version 1.4.14 or higher

For cache engine version 1.4.14 or higher, use the config command. This command has been
added to the Memcached ASCII and binary protocols by ElastiCache, and is implemented in the
ElastiCache Cluster Client. If you want to use Auto Discovery with another client library, then that
library will need to be extended to support the config command.

(® Note

The following documentation pertains to the ASCII protocol; however, the config
command supports both ASCII and binary. If you want to add Auto Discovery support using
the binary protocol, refer to the source code for the ElastiCache Cluster Client.

Syntax

config [sub-command] [key]

Options
Name Description Required
Sl . ) Yes
CEliTEE The sub-commmand used to interact with a cache node. For Auto

Discovery, this sub-command is get.
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Name Description Required

key Yes
The key under which the cluster configuration is stored. For Auto

Discovery, this key is named cluster.

To get the cluster configuration information, use the following command:

config get cluster

Cache engine version 1.4.14 or lower

To get the cluster configuration information, use the following command:

get AmazonElastiCache:cluster

(® Note

Do not tamper with the "AmazonElastiCache:cluster" key, since this is where the cluster
configuration information resides. If you do overwrite this key, then the client may

be incorrectly configured for a brief period of time (no more than 15 seconds) before
ElastiCache automatically and correctly updates the configuration information.

Output Format

Whether you use config get cluster orget AmazonElastiCache:cluster, the reply
consists of two lines:

« The version number of the configuration information. Each time a node is added or removed
from the cache cluster, the version number increases by one.

» A list of cache nodes. Each node in the list is represented by a hostnamelip-address|port group,
and each node is delimited by a space.

A carriage return and a linefeed character (CR + LF) appears at the end of each line. The data line
contains a linefeed character (LF) at the end, to which the CR + LF is added. The config version line
is terminated by LF without the CR.

Auto Discovery (Memcached) API Version 2015-02-02 217



Amazon ElastiCache User Guide

A cache cluster containing three nodes would be represented as follows:

configversion\n
hostname|ip-address|port hostname|ip-address|port hostname|ip-address|port\n\r\n

Each node is shown with both the CNAME and the private IP address. The CNAME will always be
present; if the private IP address is not available, it will not be shown; however, the pipe characters
"|" will still be printed.

Example

Here is an example of the payload returned when you query the configuration information:

CONFIG cluster @ 136\r\n

12\n

myCluster.pc4ldq.0001.usel.cache.amazonaws.com|10.82.235.120]11211
myCluster.pc4ldq.0002.usel.cache.amazonaws.com|10.80.249.27|11211\n\x\n
END\r\n

(@ Note

» The second line indicates that the configuration information has been modified twelve
times so far.

« In the third line, the list of nodes is in alphabetical order by hostname. This ordering
might be in a different sequence from what you are currently using in your client
application.

ElastiCache clients with auto discovery

Cluster client programs can automatically identify and connect to all cache cluster nodes that are
running the Memcached engine.

This section discusses installing and configuring the ElastiCache PHP and .NET clients for use with
auto discovery.

Topics

« Installing & compiling cluster clients

« Configuring ElastiCache clients
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Installing & compiling cluster clients

This section covers installing, configuring, and compiling the PHP and .NET Amazon ElastiCache
auto discovery cluster clients.

Topics

« Installing the ElastiCache cluster client for NET

« Installing the ElastiCache cluster client for PHP

» Compiling the source code for the ElastiCache cluster client for PHP

Installing the ElastiCache cluster client for .NET

You can find the ElastiCache .NET Cluster Client code as open source at https://github.com/

awslabs/elasticache-cluster-config-net.

This section describes how to install, update, and remove the .NET components for the ElastiCache
Cluster Client on Amazon EC2 instances. For more information about auto discovery, see
Automatically identify nodes in your cluster (Memcached). For sample .NET code to use the client,
see Using the ElastiCache Cluster Client for .NET.

Topics

« Installing .NET

« Download the ElastiCache .NET cluster client for ElastiCache

« Install Amazon assemblies with NuGet

Installing .NET

You must have .NET 3.5 or later installed to use the Amazon .NET SDK for ElastiCache. If you
don't have .NET 3.5 or later, you can download and install the latest version from http://
www.microsoft.com/net.

Download the ElastiCache .NET cluster client for ElastiCache
To download the ElastiCache .NET cluster client

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.
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2. On the navigation pane, click ElastiCache Cluster Client.

3. Inthe Download ElastiCache Memcached Cluster Client list, select .NET, and then click
Download.

Install Amazon assemblies with NuGet

NuGet is a package management system for the .NET platform. NuGet is aware of assembly
dependencies and installs all required files automatically. NuGet installed assemblies are stored
with your solution, rather than in a central location such as Program Files, so you can install
versions specific to an application without creating compatibility issues.

Installing NuGet

NuGet can be installed from the Installation Gallery on MSDN; see https://
visualstudiogallery.msdn.microsoft.com/27077b70-9dad-4c64-adcf-c7cf6bc9970c. If you are using
Visual Studio 2010 or later, NuGet is automatically installed.

You can use NuGet from either Solution Explorer or Package Manager Console.
Using NuGet from Solution Explorer
To use NuGet from Solution Explorer in Visual Studio 2010

1. From the Tools menu, select Library Package Manager.

2. Click Package Manager Console.

To use NuGet from Solution Explorer in Visual Studio 2012 or Visual Studio 2013

1. From the Tools menu, select NuGet Package Manager.

2. Click Package Manager Console.

From the command line, you can install the assemblies using Install-Package, as shown
following.

Install-Package Amazon.ElastiCacheCluster

To see a page for every package that is available through NuGet, such as the AmazonSDK and
Amazon.Extensions assemblies, see the NuGet website at http://www.nuget.org. The page for each
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package includes a sample command line for installing the package using the console and a list of
the previous versions of the package that are available through NuGet.

For more information on Package Manager Console commands, see http://nuget.codeplex.com/
wikipage?title=Package%?20Manager%?20Console%20Command%?20Reference%20%28v1.3%?29.
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Installing the ElastiCache cluster client for PHP

This section describes how to install, update, and remove the PHP components for the ElastiCache
Cluster Client on Amazon EC2 instances. For more information about Auto Discovery, see
Automatically identify nodes in your cluster (Memcached). For sample PHP code to use the client.
see Using the ElastiCache Cluster Client for PHP.

Topics

Downloading the installation package

For users who already have php-memcached extension installed

Installation steps for new users

Removing the PHP cluster client

Downloading the installation package

To ensure that you use the correct version of the ElastiCache Cluster Client for PHP, you will need
to know what version of PHP is installed on your Amazon EC2 instance. You will also need to know
whether your Amazon EC2 instance is running a 64-bit or 32-bit version of Linux.

To determine the PHP version installed on your Amazon EC2 instance

e At the command prompt, run the following command:

php -v

The PHP version will be shown in the output, as in this example:

PHP 5.4.10 (cli) (built: Jan 11 2013 14:48:57)
Copyright (c) 1997-2012 The PHP Group
Zend Engine v2.4.0, Copyright (c) 1998-2012 Zend Technologies

(® Note

If your PHP and Memcached versions are incompatible, you will get an error message
something like the following:

PHP Warning: PHP Startup: memcached: Unable to initialize module
Module compiled with module API=20100525
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PHP compiled with module API=20131226
These options need to match
in Unknown on line 0

If this happens, you need to compile the module from the source code. For more
information, see Compiling the source code for the ElastiCache cluster client for PHP.

To determine your Amazon EC2 AMI architecture (64-bit or 32-bit)

1.

Sign in to the Amazon Web Services Management Console and open the Amazon EC2 console
at https://console.amazonaws.cn/ec2/.

In the Instances list, click your Amazon EC2 instance.

In the Description tab, look for the AMI: field. A 64-bit instance should have x86_64 as part of
the description; for a 32-bit instance, look for 1386 or 1686 in this field.

You are now ready to download the ElastiCache Cluster Client.

To download the ElastiCache cluster client for PHP

Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

From the ElastiCache console, choose ElastiCache Cluster Client.

From the Download ElastiCache Memcached Cluster Client list, choose the ElastiCache
Cluster Client that matches your PHP version and AMI architecture, then choose the Download
button.

For users who already have php-memcached extension installed

To update the php-memcached installation

1.

Remove the previous installation of the Memcached extension for PHP as described by the
topic Removing the PHP cluster client.

Install the new ElastiCache php-memcached extension as described previously in Installation
steps for new users.
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Installation steps for new users

Topics

o Installing PHP 7.x for new users

o Installing PHP 5.x for new users

Installing PHP 7.x for new users

Topics

« Toinstall PHP 7 on a Ubuntu server 14.04 LTS AMI (64-bit and 32-bit)
« Toinstall PHP 7 on an Amazon Linux 201609 AMI

« To install PHP 7 on an SUSE Linux AMI

To install PHP 7 on a Ubuntu server 14.04 LTS AMI (64-bit and 32-bit)

1. Launch a new instance from the AMI.

2. Run the following commands:

sudo apt-get update
sudo apt-get install gcc g++

3. Install PHP 7.

sudo yum install php70

4. Download the Amazon ElastiCache Cluster Client.

wget https://elasticache-downloads.s3.amazonaws.com/ClusterClient/PHP-7.0/
latest-64bit

5. Extract latest-64bit.

tar -zxvf latest-64bit

6. With root permissions, copy the extracted artifact file amazon-elasticache-cluster-
client.sointo /usr/lib/php/20151012.

sudo mv artifact/amazon-elasticache-cluster-client.so /usr/lib/php/20151012
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7. Insert the line extension=amazon-elasticache-cluster-client.so into the file /etc/
php/7.0/cli/php.ini.

echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php/7.0/cli/php.ini

8. Start or restart your Apache server.

sudo /etc/init.d/httpd start

To install PHP 7 on an Amazon Linux 201609 AMI

—

Launch a new instance from the AMI.

2.  Run the following command:

sudo yum install gcc-c++

3. Install PHP 7.

sudo yum install php70

4. Download the Amazon ElastiCache Cluster Client.

wget https://elasticache-downloads.s3.amazonaws.com/ClusterClient/PHP-7.0/
latest-64bit

5. Extract latest-64bit.

tar -zxvf latest-64bit

6. With root permission, copy the extracted artifact file amazon-elasticache-cluster-
client.sointo /usr/1ib64/php/7.0/modules/.

sudo mv artifact/amazon-elasticache-cluster-client.so /usr/l1ib64/php/7.0/modules/

7. Create the 50-memcached. ini file.
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echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php-7.0.d/50-memcached.ini

8. Start or restart your Apache server.

sudo /etc/init.d/httpd start

To install PHP 7 on an SUSE Linux AMI

1. Launch a new instance from the AMI.

2. Run the following command:

sudo zypper install gcc

3. Install PHP 7.

sudo yum install php70

4. Download the Amazon ElastiCache Cluster Client.

wget https://elasticache-downloads.s3.amazonaws.com/ClusterClient/PHP-7.0/
latest-64bit

5. Extract latest-64bit.

tar -zxvf latest-64bit

6. With root permission, copy the extracted artifact file amazon-elasticache-cluster-
client.sointo /usr/1ib64/php7/extensions/.

sudo mv artifact/amazon-elasticache-cluster-client.so /usr/lib64/php7/extensions/

7. Insert the line extension=amazon-elasticache-cluster-client.so into the file /etc/
php7/cli/php.ini.

echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php7/cli/php.ini
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8. Start or restart your Apache server.

sudo /etc/init.d/httpd start

Installing PHP 5.x for new users

Topics

To install PHP 5 on an Amazon Linux AMI 2014.03 (64-bit and 32-bit)

To install PHP 5 on a Red Hat Enterprise Linux 7.0 AMI (64-bit and 32-bit)

To install PHP 5 on a Ubuntu server 14.04 LTS AMI (64-bit and 32-bit)

To install PHP 5 for SUSE Linux enterprise server 11 AMI (64-bit or 32-bit)

Other Linux distributions

To install PHP 5 on an Amazon Linux AMI 2014.03 (64-bit and 32-bit)

—

Launch an Amazon Linux instance (either 64-bit or 32-bit) and log into it.
2. Install PHP dependencies:
sudo yum install gcc-c++ php php-pear

3. Download the correct php-memcached package for your Amazon EC2 instance and PHP
version. For more information, see Downloading the installation package.

4. Install php-memcached. The URI should be the download path for the installation package:

sudo pecl install <package download path>

Here is a sample installation command for PHP 5.4, 64-bit Linux. In this sample, replace X. Y. Z
with the actual version number:

sudo pecl install /home/AmazonElastiCacheClustexClient-X.Y.Z-PHP54-64bit.tgz
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® Note

Be sure to use the latest version of the install artifact.

With root/sudo permission, add a new file named memcached.ini in the /etc/php.d
directory, and insert "extension=amazon-elasticache-cluster-client.so" in the file:

echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php.d/memcached.ini

Start or restart your Apache server.

sudo /etc/init.d/httpd start

To install PHP 5 on a Red Hat Enterprise Linux 7.0 AMI (64-bit and 32-bit)

N =2

Launch a Red Hat Enterprise Linux instance (either 64-bit or 32-bit) and log into it.
Install PHP dependencies:

sudo yum install gcc-c++ php php-pear

Download the correct php-memcached package for your Amazon EC2 instance and PHP
version. For more information, see Downloading the installation package.

Install php-memcached. The URI should be the download path for the installation package:

sudo pecl install <package download path>

With root/sudo permission, add a new file named memcached.ini in the /etc/php.d
directory, and insert extension=amazon-elasticache-cluster-client.so in the file.

echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php.d/memcached.ini

Start or restart your Apache server.

sudo /etc/init.d/httpd start
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To install PHP 5 on a Ubuntu server 14.04 LTS AMI (64-bit and 32-bit)
1. Launch an Ubuntu Linux instance (either 64-bit or 32-bit) and log into it.

2. Install PHP dependencies:

sudo apt-get update
sudo apt-get install gcc g++ php5 php-pear

3. Download the correct php-memcached package for your Amazon EC2 instance and PHP
version. For more information, see Downloading the installation package.

4. Install php-memcached. The URI should be the download path for the installation package.

sudo pecl install <package download path>

(@ Note

This installation step installs the build artifact amazon-elasticache-cluster-
client.sointo the /fusr/1lib/php5/20121212* directory. Verify the absolute path
of the build artifact, because you need it in the next step.

If the previous command doesn't work, you need to manually extract the PHP client artifact
amazon-elasticache-cluster-client.so from the downloaded *. tgz file, and copy it
to the /usx/1ib/php5/20121212* directory.

tar -xvf <package download path>
cp amazon-elasticache-cluster-client.so /usr/lib/php5/20121212/

5. With root/sudo permission, add a new file named memcached.ini in the /etc/php5/cli/
conf.d directory, and insert "extension=<absolute path to amazon-elasticache-cluster-
client.so>" in the file.

echo "extension=<absolute path to amazon-elasticache-cluster-client.so>" | sudo tee
--append /etc/php5/cli/conf.d/memcached.ini

6. Start or restart your Apache server.
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sudo /etc/init.d/httpd start

To install PHP 5 for SUSE Linux enterprise server 11 AMI (64-bit or 32-bit)

—

Launch a SUSE Linux instance (either 64-bit or 32-bit) and log into it.

N

Install PHP dependencies:

sudo zypper install gcc php53-devel

3. Download the correct php-memcached package for your Amazon EC2 instance and PHP
version. For more information, see Downloading the installation package.

4. Install php-memcached. The URI should be the download path for the installation package.

sudo pecl install <package download path>

5. With root/sudo permission, add a new file named memcached.ini in the /etc/php5/
conf.d directory, and insert extension=amazon-elasticache-cluster-client.soin
the file.

echo "extension=amazon-elasticache-cluster-client.so" | sudo tee --append /etc/
php5/conf.d/memcached.ini

6. Start or restart your Apache server.

sudo /etc/init.d/httpd start

(® Note

If Step 5 doesn't work for any of the previous platforms, verify the install path for amazon-
elasticache-cluster-client.so. Also, specify the full path of the binary in the
extension. In addition, verify that the PHP in use is a supported version. We support
versions 5.3 through 5.5.
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Other Linux distributions

On some systems, notably CentOS7 and Red Hat Enterprise Linux (RHEL) 7.1, 1ibsas12.s0.3
has replaced 1ibsasl2.so.2. On those systems, when you load the ElastiCache cluster client,
it attempts and fails to find and load 1ibsasl2.so.2. To resolve this issue, create a symbolic
link to 1ibsasl2.so0.3 so that when the client attempts to load libsasl2.s0.2, it is redirected to
libsasl2.so.3. The following code creates this symbolic link.

cd /usxr/1lib64
sudo 1ln libsasl2.so0.3 libsasl2.so.2

Removing the PHP cluster client

Topics

« Removing an earlier version of PHP 7

» Removing an earlier version of PHP 5

Removing an earlier version of PHP 7
To remove an earlier version of PHP 7

1. Remove the amazon-elasticache-cluster-client. so file from the appropriate PHP
lib directory as previously indicated in the installation instructions. See the section for your
installation at For users who already have php-memcached extension installed.

2. Remove the line extension=amazon-elasticache-cluster-client.so from the
php.1ini file.

3. Start or restart your Apache server.

sudo /etc/init.d/httpd start

Removing an earlier version of PHP 5
To remove an earlier version of PHP 5

1. Remove the php-memcached extension:
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sudo pecl uninstall _ uri/AmazonElastiCacheClusterClient

2. Remove the memcached. ini file added in the appropriate directory as indicated in the
previous installation steps.
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Compiling the source code for the ElastiCache cluster client for PHP

This section covers how to obtain and compile the source code for the ElastiCache Cluster Client for
PHP.

There are two packages you need to pull from GitHub and compile; aws-elasticache-cluster-client-

libmemcached and aws-elasticache-cluster-client-memcached-for-php.

Topics

o Compiling the libmemcached library

» Compiling the ElastiCache Memcached auto discovery client for PHP

Compiling the libmemcached library
To compile the aws-elasticache-cluster-client-libmemcached library

1. Launch an Amazon EC2 instance.

2. Install the library dependencies.

« On Amazon Linux 201509 AMI

sudo yum install gcc gcc-c++ autoconf libevent-devel

« On Ubuntu 14.04 AMI

sudo apt-get update
sudo apt-get install libevent-dev gcc g++ make autoconf libsasl2-dev

3. Pull the repository and compile the code.

Download and install https://github.com/awslabs/aws-elasticache-cluster-client-
libmemcached/archive/v1.0.18.tar.gz

Compiling the ElastiCache Memcached auto discovery client for PHP
The following sections describe how to compile the ElastiCache Memcached Auto Discovery Client

Topics

« Compiling the ElastiCache Memcached client for PHP 7
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« Compiling the ElastiCache Memcached client for PHP 5

Compiling the ElastiCache Memcached client for PHP 7

Run the following set of commands under the code directory.

git clone https://github.com/awslabs/aws-elasticache-cluster-client-memcached-for-
php.git

cd aws-elasticache-cluster-client-memcached-for-php

git checkout php7

sudo yum install php70-devel

phpize

./configure --with-libmemcached-dir=<libmemcached-install-directory> --disable-
memcached-sasl

make

make install

® Note

You can statically link the libmemcached library into the PHP binary so it can be ported
across various Linux platforms. To do that, run the following command before make:

sed -i "s#-lmemcached#<libmemcached-install-directory>/l1ib/libmemcached.a -
lcrypt -lpthread -1m -lstdc++ -lsasl2#" Makefile

Compiling the ElastiCache Memcached client for PHP 5

Compile the aws-elasticache-cluster-client-memcached-for-php by running the
following commands under the aws-elasticache-cluster-client-memcached-for-php/
folder.

git clone https://github.com/awslabs/aws-elasticache-cluster-client-memcached-for-
php.git

cd aws-elasticache-cluster-client-memcached-for-php

sudo yum install zlib-devel

phpize

./configure --with-libmemcached-dir=<libmemcached-install-directory>

make

make install
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Configuring ElastiCache clients

An ElastiCache cluster is protocol-compliant with Valkey, Memcached, and Redis OSS. The code,
applications, and most popular tools that you use today with your existing environment will work
seamlessly with the service.

This section discusses specific considerations for connecting to cache nodes in ElastiCache.

Topics

« Restricted commands

« Finding node endpoints and port humbers

» Connecting for using auto discovery

« Connecting to nodes in a Valkey or Redis OSS cluster

o DNS names and underlying IP

Restricted commands

To deliver a managed service experience, ElastiCache restricts access to certain cache engine-
specific commands that require advanced privileges. For cache clusters running Redis OSS, the
following commands are unavailable:

e bgrewriteaof

» bgsave

« config

« debug

« migrate

o replicaof

e save

« slaveof

« shutdown

e sync
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Finding node endpoints and port numbers

To connect to a cache node, your application needs to know the endpoint and port number for that
node.

Finding node endpoints and port numbers (Console)
To determine node endpoints and port numbers

1. Signin to the Amazon ElastiCache management console and choose the engine running on
your cluster.

A list of all clusters running the chosen engine appears.
2. Continue below for the engine and configuration you're running.
3. Choose the name of the cluster of interest.

4. Locate the Port and Endpoint columns for the node you're interested in.

Finding cache node endpoints and port numbers (Amazon CLI)

To determine cache node endpoints and port numbers, use the command describe-cache-
clusters with the --show-cache-node-info parameter.

aws elasticache describe-cache-clusters --show-cache-node-info

The fully qualified DNS names and port numbers are in the Endpoint section of the output.
Finding cache node endpoints and port numbers (ElastiCache API)

To determine cache node endpoints and port numbers, use the action DescribeCacheClusters
with the ShowCacheNodeInfo=true parameter.

Example

https://elasticache.us-west-2.amazonaws.com /
?Action=DescribeCacheClusters
&ShowCacheNodeInfo=true
&SignatureVersion=4
&SignatureMethod=HmacSHA256
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&Timestamp=20140421T220302Z
&Version=2014-09-30
&X-Amz-Algorithm=&AWS; 4-HMAC-SHA256
&X-Amz-Credential=<credential>
&X-Amz-Date=20140421T220302Z
&X-Amz-Expires=20140421T220302Z
&X-Amz-Signature=<signature>
&X-Amz-SignedHeaders=Host

Connecting for using auto discovery

If your applications use Auto Discovery, you only need to know the configuration endpoint for
the cluster, rather than the individual endpoints for each cache node. For more information, see
Automatically identify nodes in your cluster (Memcached).

(® Note

At this time, Auto Discovery is only available for cache clusters running Memcached.

Connecting to nodes in a Valkey or Redis OSS cluster

(® Note

At this time, clusters (API/CLI: replication groups) that support replication and read replicas
are only supported for clusters running Valkey or Redis OSS.

For clusters, ElastiCache provides console, CLI, and APl interfaces to obtain connection information
for individual nodes.

For read-only activity, applications can connect to any node in the cluster. However, for write
activity, we recommend that your applications connect to the primary endpoint (Valkey or Redis
OSS (cluster mode disabled)) or configuration endpoint (Valkey or Redis OSS (cluster mode
enabled)) for the cluster instead of connecting directly to a node. This will ensure that your
applications can always find the correct node, even if you decide to reconfigure your cluster by
promoting a read replica to the primary role.
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Connecting to clusters in a replication group (Console)
To determine endpoints and port numbers

o See the topic, Finding a Valkey or Redis OSS (Cluster Mode Disabled) Cluster's Endpoints
(Console).

Connecting to clusters in a replication group (Amazon CLI)
To determine cache node endpoints and port numbers

Use the command describe-replication-groups with the name of your replication group:

aws elasticache describe-replication-groups redis2x2

This command should produce output similar to the following:

{
"ReplicationGroups": [
{
"Status": "available",
"Description": "2 shards, 2 nodes (1 + 1 replica)",
"NodeGroups": [
{
"Status": "available",

"Slots": "@-8191",
"NodeGroupId": "0001",
"NodeGroupMembers": [

{
"PreferredAvailabilityZone": "us-west-2c",
"CacheNodeId": "0001",
"CacheClusterId": "redis2x2-0001-001"
.
{
"PreferredAvailabilityZone": "us-west-2a",
"CacheNodeId": "0001",
"CacheClusterId": "redis2x2-0001-002"
}
]
},
{
"Status": "available",
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"Slots": "8192-16383",
"NodeGroupId": "0002",
"NodeGroupMembers": [

{
"PreferredAvailabilityZone": "us-west-2b",
"CacheNodeId": "0001",
"CacheClusterId": "redis2x2-0002-001"
.
{
"PreferredAvailabilityZone": "us-west-2a",
"CacheNodeId": "0001",
"CacheClusterId": "redis2x2-0002-002"
}
]
}
1,
"ConfigurationEndpoint": {
"Port": 6379,
"Address": "redis2x2.9dcv5r.clustercfg.usw2.cache.amazonaws.com"
.

"ClusterEnabled": true,

"ReplicationGroupId": "redis2x2",

"SnapshotRetentionLimit": 1,

"AutomaticFailover": "enabled",

"SnapshotWindow": "13:00-14:00",

"MemberClusters": [
"redis2x2-0001-001",
"redis2x2-0001-002",
"redis2x2-0002-001",
"redis2x2-0002-002"

1,

"CacheNodeType": "cache.m3.medium",

"PendingModifiedValues": {3}

Connecting to clusters in a replication group (ElastiCache API)
To determine cache node endpoints and port numbers
Call DescribeReplicationGroups with the following parameter:

ReplicationGroupId = the name of your replication group.
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Example

https://elasticache.us-west-2.amazonaws.com /
?Action=DescribeCacheClusters
&ReplicationGroupId=repgroup®l
&Version=2014-09-30
&SignatureVersion=4
&SignatureMethod=HmacSHA256
&Timestamp=20140421T2203027
&X-Amz-Algorithm=&AWS; 4-HMAC-SHA256
&X-Amz-Date=20140421T2203027Z
&X-Amz-SignedHeaders=Host
&X-Amz-Expires=20140421T220302Z
&X-Amz-Credential=<credential>
&X-Amz-Signature=<signature>

DNS names and underlying IP

Clients maintain a server list containing the addresses and ports of the servers holding the cache
data. When using ElastiCache, the DescribeCacheClusters API (or the describe-cache-clusters
command line utility) returns a fully qualified DNS entry and port number that can be used for the
server list.

/A Important

It is important that client applications are configured to frequently resolve DNS names of
cache nodes when they attempt to connect to a cache node endpoint.

ElastiCache ensures that the DNS name of cache nodes remain the same when cache nodes are
recovered in case of failure.

Most client libraries support persistent cache node connections by default. We recommend using
persistent cache node connections when using ElastiCache. Client-side DNS caching can occur in
multiple places, including client libraries, the language runtime, or the client operating system.
You should review your application configuration at each layer to ensure that you are frequently
resolving IP addresses for your cache nodes.
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Data tiering in ElastiCache

ElastiCache for Valkey or Redis OSS clusters that comprise a replication group and use a node type
from the r6gd family have their data tiered between memory and local SSD (solid state drives)
storage. Data tiering provides a new price-performance option for Valkey or Redis OSS workloads
by utilizing lower-cost solid state drives (SSDs) in each cluster node in addition to storing data in
memory. It is ideal for workloads that access up to 20 percent of their overall dataset regularly, and
for applications that can tolerate additional latency when accessing data on SSD.

On ElastiCache clusters with data tiering, ElastiCache monitors the last access time of every item

it stores. When available memory (DRAM) is fully consumed, ElastiCache uses a least-recently used
(LRU) algorithm to automatically move infrequently accessed items from memory to SSD. When
data on SSD is subsequently accessed, ElastiCache automatically and asynchronously moves it back
to memory before processing the request. If you have a workload that accesses only a subset of its
data regularly, data tiering is an optimal way to scale your capacity cost-effectively.

Note that when using data tiering, keys themselves always remain in memory, while the LRU
governs the placement of values on memory vs. disk. In general, we recommend that your key sizes
are smaller than your value sizes when using data tiering.

Data tiering is designed to have minimal performance impact to application workloads. For
example, assuming 500-byte String values, you can expect an additional 300 microseconds of
latency on average for requests to data stored on SSD compared to requests to data in memory.

With the largest data tiering node size (cache.r6gd.16xlarge), you can store up to 1 petabyte in

a single 500-node cluster (500 TB when using 1 read replica). Data tiering is compatible with all
Valkey or Redis OSS commands and data structures supported in ElastiCache. You don't need any
client-side changes to use this feature.

Topics

» Best practices

o Limitations
« Monitoring
» Using data tiering

» Restoring data from backup into clusters with data tiering enabled
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Best practices

We recommend the following best practices:
 Data tiering is ideal for workloads that access up to 20 percent of their overall dataset regularly,
and for applications that can tolerate additional latency when accessing data on SSD.

« When using SSD capacity available on data-tiered nodes, we recommend that value size be larger
than the key size. When items are moved between DRAM and SSD, keys will always remain in
memory and only the values are moved to the SSD tier.

Limitations

Data tiering has the following limitations:

» You can only use data tiering on clusters that are part of a replication group.

» The node type you use must be from the r6gd family, which is available in the following regions:
us-east-2,us-east-1, us-west-2, us-west-1, eu-west-1, eu-central-1, eu-north-1,
eu-west-3, ap-northeast-1, ap-southeast-1, ap-southeast-2, ap-south-1, ca-
central-1and sa-east-1.

« You must use an engine that is Valkey 7.2 or later, or a Redis OSS 6.2 or later.

« You cannot restore a backup of an r6gd cluster into another cluster unless it also uses r6gd.
» You cannot export a backup to Amazon S3 for data-tiering clusters.

« Online migration is not supported for clusters running on the r6gd node type.

» Scaling is not supported from a data tiering cluster (for example, a cluster using an r6gd node
type) to a cluster that does not use data tiering (for example, a cluster using an r6g node type).
For more information, see Scaling ElastiCache.

« Auto scaling is supported on clusters using data tiering for Valkey version 7.2 and later, and
Redis OSS version 7.0.7 and later. For more information, see Auto Scaling Valkey and Redis OSS
clusters

« Data tiering only supports volatile-1ru, allkeys-1ru, volatile-1fu, allkeys-1fuand
noeviction maxmemory policies.

» Forkless save is supported for Valkey version 7.2 and later, and Redis OSS version 7.0.7 and later.
For more information, see How synchronization and backup are implemented.

« Items larger than 128 MiB are not moved to SSD.
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Pricing

R6gd nodes have 4.8x more total capacity (memory + SSD) and can help you achieve over 60
percent savings when running at maximum utilization compared to R6g nodes (memory only). For
more information, see ElastiCache pricing.

Monitoring

ElastiCache offers metrics designed specifically to monitor the performance clusters that use data
tiering. To monitor the ratio of items in DRAM compared to SSD, you can use the CurrItems
metric at Metrics for Valkey and Redis OSS. You can calculate the percentage as: (Currltems with
Dimension: Tier = Memory * 100) / (Currltems with no dimension filter).

If the configured eviction policy allows, then ElastiCache will start evicting items when the
percentage of items in memory decreases below 5 percent. On nodes configured with noeviction
policy, write operations will receive an out of memory error.

It is still recommended that you consider scaling out for Cluster Mode Enabled clusters or scaling
up for Cluster Mode disabled clusters when the percentage of items in memory decreases below 5
percent. For more information on scaling see Scaling clusters in Valkey or Redis OSS (Cluster Mode
Enabled). For more information on metrics for Valkey or Redis OSS clusters that use data tiering
see Metrics for Valkey and Redis OSS.

Using data tiering
Using data tiering using the Amazon Web Services Management Console

When creating a cluster as part of a replication group, you use data tiering by selecting a node type
from the r6gd family, such as cache.r6gd.xlarge. Selecting that node type automatically enables
data tiering.

For more information on creating a cluster, see Creating a cluster for Valkey or Redis OSS.

Enabling data tiering using the Amazon CLI

When creating a replication group using the Amazon CLI, you use data tiering by selecting a node
type from the r6gd family, such as cache.r6gd.xlarge and setting the --data-tiering-enabled
parameter.

You cannot opt out of data tiering when selecting a node type from the r6gd family. If you set the
--no-data-tiering-enabled parameter, the operation will fail.
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For Linux, OS X, or Unix:

aws elasticache create-replication-group \
--replication-group-id redis-dt-cluster \
--replication-group-description "Redis 0SS cluster with data tiering" \
--num-node-groups 1 \
--replicas-per-node-group 1 \
--cache-node-type cache.r6gd.xlarge \
--engine redis \
--cache-subnet-group-name default \
--automatic-failover-enabled \
--data-tiering-enabled

For Windows:

aws elasticache create-replication-group ~
--replication-group-id redis-dt-cluster #
--replication-group-description "Redis 0SS cluster with data tiering" ~
--num-node-groups 1 #
--replicas-per-node-group 1 A
--cache-node-type cache.r6gd.xlarge *
--engine redis A
--cache-subnet-group-name default #
--automatic-failover-enabled #
--data-tiering-enabled

After running this operation, you will see a response similar to the following:

{
"ReplicationGroup": {
"ReplicationGroupId": "redis-dt-cluster",
"Description": "Redis 0SS cluster with data tiering",
"Status": "creating",

"PendingModifiedValues": {3},
"MemberClusters": [
"redis-dt-cluster"

15
"AutomaticFailover": "enabled",
"DataTiering": "enabled",

"SnapshotRetentionLimit": 0,
"SnapshotWindow": "06:00-07:00",
"ClusterEnabled": false,

Data tiering in ElastiCache API Version 2015-02-02 245



Amazon ElastiCache User Guide

"CacheNodeType": "cache.r6gd.xlarge",
"TransitEncryptionEnabled": false,
"AtRestEncryptionEnabled": false

Restoring data from backup into clusters with data tiering enabled

You can restore a backup to a new cluster with data tiering enabled using the (Console), (Amazon
CLI) or (ElastiCache API). When you create a cluster using node types in the régd family, data tiering
is enabled.

Restoring data from backup into clusters with data tiering enabled (console)
To restore a backup to a new cluster with data tiering enabled (console)

1. Sign in to the Amazon Web Services Management Console and open the ElastiCache console at
https://console.amazonaws.cn/elasticache/.

From the navigation pane, choose Backups.
In the list of backups, choose the box to the left of the backup name you want to restore from.

Choose Restore.

LA A

Complete the Restore Cluster dialog box. Be sure to complete all the Required fields and any
of the others you want to change from the defaults.

1. Cluster ID - Required. The name of the new cluster.

2. Cluster mode enabled (scale out) — Choose this for a Valkey or Redis OSS (cluster mode
enabled) cluster.

3. Node Type - Specify cache.r6gd.xlarge or any other node type from the r6gd family.

4. Number of Shards — Choose the number of shards you want in the new cluster (API/CLI:
node groups).

5. Replicas per Shard - Choose the number of read replica nodes you want in each shard.

6. Slots and keyspaces — Choose how you want keys distributed among the shards. If you
choose to specify the key distributions complete the table specifying the key ranges for
each shard.

7. Availability zone(s) — Specify how you want the cluster's Availability Zones selected.
8. Port — Change this only if you want the new cluster to use a different port.

9. Choose a VPC - Choose the VPC in which to create this cluster.
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T0Parameter Group — Choose a parameter group that reserves sufficient memory for Valkey
or Redis OSS overhead for the node type you selected.

6. When the settings are as you want them, choose Create.

For more information on creating a cluster, see Creating a cluster for Valkey or Redis OSS.

Restoring data from backup into clusters with data tiering enabled (Amazon CLI)

When creating a replication group using the Amazon CLI, data tiering is by default used by
selecting a node type from the r6gd family, such as cache.r6gd.xlarge and setting the --data-
tiering-enabled parameter.

You cannot opt out of data tiering when selecting a node type from the r6gd family. If you set the
--no-data-tiering-enabled parameter, the operation will fail.

For Linux, OS X, or Unix:

aws elasticache create-replication-group \
--replication-group-id redis-dt-cluster \
--replication-group-description "Redis 0SS cluster with data tiering" \
--num-node-groups 1 \
--replicas-per-node-group 1 \
--cache-node-type cache.r6gd.xlarge \
--engine redis \
--cache-subnet-group-name default \
--automatic-failover-enabled \
--data-tiering-enabled \
--snapshot-name my-snapshot

For Linux, OS X, or Unix:

aws elasticache create-replication-group ~
--replication-group-id redis-dt-cluster ~
--replication-group-description "Redis 0SS cluster with data tiering" ~
--num-node-groups 1 A
--replicas-per-node-group 1 A
--cache-node-type cache.r6gd.xlarge #
--engine redis A
--cache-subnet-group-name default ~
--automatic-failover-enabled #
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--data-tiering-enabled ~
--snapshot-name my-snapshot

After running this operation, you will see a response similar to the following:

{
"ReplicationGroup": {
"ReplicationGroupId": "redis-dt-cluster",
"Description": "Redis 0SS cluster with data tiering",
"Status": "creating",
"PendingModifiedValues": {3},
"MemberClusters": [
"redis-dt-cluster"
1,
"AutomaticFailover": "enabled",
"DataTiering": "enabled",
"SnapshotRetentionLimit": 0,
"SnapshotWindow": "06:00-07:00",
"ClusterEnabled": false,
"CacheNodeType": "cache.r6gd.xlarge",
"TransitEncryptionEnabled": false,
"AtRestEncryptionEnabled": false
}
}

Preparing a cluster in ElastiCache

Following, you can find instructions on creating a cluster using the ElastiCache console, the
Amazon CLI, or the ElastiCache API.

You can also create an ElastiCache cluster using Amazon CloudFormation. For more information,
see Amazon::ElastiCache::CacheCluster in the Amazon Cloud Formation User Guide, which includes
guidance on how to implement that approach.

Whenever you create a cluster or replication group, it is a good idea to do some preparatory work
so you won't need to upgrade or make changes right away.

Topics

» Determining your ElastiCache cluster requirements

o Choosing your node size
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Determining your ElastiCache cluster requirements
Preparation

Knowing the answers to the following questions helps make creating your ElastiCache cluster go
smoother:

« Which node instance type do you need?

For guidance on choosing an instance node type, see Choosing your node size.

« Will you launch your cluster in a virtual private cloud (VPC) based on Amazon VPC?

/A Important

If you're going to launch your cluster in a VPC, make sure to create a subnet group in
the same VPC before you start creating a cluster. For more information, see Subnets and
subnet groups.

ElastiCache is designed to be accessed from within Amazon using Amazon EC2. However,
if you launch in a VPC based on Amazon VPC and your cluster is in an VPC, you can
provide access from outside Amazon. For more information, see Accessing ElastiCache

resources from outside Amazon.

» Do you need to customize any parameter values?

If you do, create a custom parameter group. For more information, see Creating an ElastiCache

parameter group.

If you're running Valkey or Redis OSS, consider setting reserved-memory or reserved-
memory-percent. For more information, see Managing reserved memory for Valkey and Redis
OSS.

» Do you need to create your own VPC security group?

For more information, see Security in Your VPC.

« How do you intend to implement fault tolerance?

For more information, see Mitigating Failures.

Topics

« ElastiCache memory and processor requirements
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Memcached cluster configuration

Valkey and Redis OSS cluster configuration

ElastiCache scaling requirements

ElastiCache access requirements

Region, Availability Zone and Local Zone requirements for ElastiCache

ElastiCache memory and processor requirements

The basic building block of Amazon ElastiCache is the node. Nodes are configured singularly or
in groupings to form clusters. When determining the node type to use for your cluster, take the
cluster's node configuration and the amount of data you have to store into consideration.

The Memcached engine is multi-threaded, so a node’s number of cores impacts the compute power
available to the cluster.

Memcached cluster configuration

ElastiCache for Memcached clusters are comprised of from 1 to 60 nodes. The datain a
Memcached cluster is partitioned across the nodes in the cluster. Your application connects with
a Memcached cluster using a network address called an Endpoint. Each node in a Memcached
cluster has its own endpoint which your application uses to read from or write to the specific
node. In addition to the node endpoints, the Memcached cluster itself has an endpoint called the
configuration endpoint. Your application can use this endpoint to read from or write to the cluster,
leaving the determination of which node to read from or write to up to auto discovery.

Memcached Cluster
With data partitioning

. - .

For more information, see Managing clusters in ElastiCache.

Valkey and Redis OSS cluster configuration

ElastiCache for Valkey and Redis OSS clusters are comprised of from 0 to 500 shards (also called
node groups). The data in a Valkey or Redis OSS cluster is partitioned across the shards in the
cluster. Your application connects with a Valkey or Redis OSS cluster using a network address called
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an Endpoint. The nodes in a Valkey or Redis OSS shard fulfill one of two roles: one read/write
primary and all other nodes read-only secondaries (also called read replicas). In addition to the
node endpoints, the Valkey or Redis OSS cluster itself has an endpoint called the configuration
endpoint. Your application can use this endpoint to read from or write to the cluster, leaving the
determination of which node to read from or write to up to ElastiCache for Redis OSS.

Redis 0SS Redis 055 Replication Group Redis 055 Replication Group
Cluster Cluster mode disabled Cluster mode enabled
T —— T —— T —— Ty
Replica Replica Replica
Node-1 Nede-1 Node-1
AZa Al-c
\ )
- Cluster Cluster
e ———
Replica Replica
Node-n Node-n
AZ-n AZ-n

Node Group -clster

Node Group -clster Node Group ——

For more information, see Managing clusters in ElastiCache.

ElastiCache scaling requirements

All clusters can be scaled up by creating a new cluster with the new, larger node type. When you
scale up a Memcached cluster, the new cluster starts out empty. When you scale up a Valkey or
Redis OSS cluster, you can seed it from a backup and avoid having the new cluster start out empty.

Amazon ElastiCache for Memcached clusters can be scaled out or in. To scale a Memcached
cluster out or in you merely add or remove nodes from the cluster. If you have enabled Automatic
Discovery and your application is connecting to the cluster’s configuration endpoint, you do not
need to make any changes in your application when you add or remove nodes.

For more information, see Scaling ElastiCache in this guide.

ElastiCache access requirements

By design, Amazon ElastiCache clusters are accessed from Amazon EC2 instances. Network access
to an ElastiCache cluster is limited to the account that created the cluster. Therefore, before you
can access a cluster from an Amazon EC2 instance, you must authorize the Amazon EC2 instance to
access the cluster. The steps to do this vary, depending upon whether you launched into EC2-VPC
or EC2-Classic.
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If you launched your cluster into EC2-VPC you need to grant network ingress to the cluster. If

you launched your cluster into EC2-Classic you need to grant the Amazon Elastic Compute Cloud
security group associated with the instance access to your ElastiCache security group. For detailed
instructions, see Step 3. Authorize access to the cluster in this guide.

Region, Availability Zone and Local Zone requirements for ElastiCache

Amazon ElastiCache supports all Amazon regions. By locating your ElastiCache clusters in an
Amazon Region close to your application you can reduce latency. If your cluster has multiple nodes,
locating your nodes in different Availability Zones or in Local Zones can reduce the impact of
failures on your cluster.

For more information, see the following:

» Choosing regions and availability zones for ElastiCache

» Using local zones with ElastiCache

 Mitigating Failures

Choosing your node size

The node size you select for your ElastiCache cluster impacts costs, performance, and fault
tolerance.

Node size (Valkey and Redis OSS)

For information about the benefits of Graviton processors, see Amazon Graviton Processor.

Answering the following questions can help you determine the minimum node type you need for
your Valkey or Redis OSS implementation:

« Do you expect throughput-bound workloads with multiple client connections?

If this is the case and you're running Redis OSS version 5.0.6 or higher, you can get better
throughput and latency with our enhanced 1/O feature, where available CPUs are used for
offloading the client connections, on behalf of the Redis OSS engine. If you're running Redis
0SS version 7.0.4 or higher, on top of enhanced I/0, you will get additional acceleration with
enhanced 1/0 multiplexing, where each dedicated network 10 thread pipelines commands from
multiple clients into the Redis OSS engine, taking advantage of Redis OSS' ability to efficiently
process commands in batches. In ElastiCache for Redis OSS v7.1 and above, we extended the
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enhanced 1/0 threads functionality to also handle the presentation layer logic. By presentation
layer, what we mean is that Enhanced 1/0 threads are now not only reading client input, but

also parsing the input into Redis OSS binary command format, which is then forwarded to the
main thread for execution, providing performance gain. Refer to the blog post and the supported
versions page for additional details.

» Do you have workloads that access a small percentage of their data regularly?

If this is the case and you are running on Redis OSS engine version 6.2 or later, you can leverage
data tiering by choosing the r6gd node type. With data tiering, least-recently used data is stored
in SSD. When it is retrieved there is a small latency cost, which is balanced by cost savings. For
more information, see Data tiering in ElastiCache.

For more information, see Supported node types.

« How much total memory do you need for your data?

To get a general estimate, take the size of the items that you want to cache. Multiply this size by
the number of items that you want to keep in the cache at the same time. To get a reasonable
estimation of the item size, first serialize your cache items, then count the characters. Then
divide this over the number of shards in your cluster.

For more information, see Supported node types.

« What version of Redis OSS are you running?

Redis OSS versions before 2.8.22 require you to reserve more memory for failover, snapshot,
synchronizing, and promoting a replica to primary operations. This requirement occurs because
you must have sufficient memory available for all writes that occur during the process.

Redis OSS version 2.8.22 and later use a forkless save process that requires less available
memory than the earlier process.

For more information, see the following:

« How synchronization and backup are implemented

« Ensuring you have enough memory to make a Valkey or Redis OSS snapshot

» How write-heavy is your application?

Write heavy applications can require significantly more available memory, memory not used by
data, when taking snapshots or failing over. Whenever the BGSAVE process is performed, you

must have sufficient memory that is unused by data to accommodate all the writes that transpire
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during the BGSAVE process. Examples are when taking a snapshot, when syncing a primary
cluster with a replica in a cluster, and when enabling the append-only file (AOF) feature. Another
is when promoting a replica to primary (if you have Multi-AZ enabled). The worst case is when all
of your data is rewritten during the process. In this case, you need a node instance size with twice
as much memory as needed for data alone.

For more detailed information, see Ensuring you have enough memory to make a Valkey or Redis
OSS snapshot.

« Will your implementation be a standalone Valkey or Redis OSS (cluster mode disabled) cluster, or
a Valkey or Redis OSS (cluster mode enabled) cluster with multiple shards?

Valkey or Redis OSS (cluster mode disabled) cluster

If you're implementing a Valkey or Redis OSS (cluster mode disabled) cluster, your node type
must be able to accommodate all your data plus the necessary overhead as described in the
previous bullet.

For example, suppose that you estimate that the total size of all your items is 12 GB. In this case,
you can use a cache.m3. xlarge node with 13.3 GB of memory or a cache.r3.large node

with 13.5 GB of memory. However, you might need more memory for BGSAVE operations. If your
application is write-heavy, double the memory requirements to at least 24 GB. Thus, use either a
cache.m3.2xlarge with 27.9 GB of memory or a cache.r3.xlarge with 30.5 GB of memory.

Valkey or Redis OSS (cluster mode enabled) with multiple shards

If you're implementing a Valkey or Redis OSS (cluster mode enabled) cluster with multiple
shards, then the node type must be able to accommodate bytes-for-data-and-overhead /
number-of-shards bytes of data.

For example, suppose that you estimate that the total size of all your items to be 12 GB and you
have two shards. In this case, you can use a cache.m3.1large node with 6.05 GB of memory
(12 GB / 2). However, you might need more memory for BGSAVE operations. If your application
is write-heavy, double the memory requirements to at least 12 GB per shard. Thus, use either a
cache.m3.xlarge with 13.3 GB of memory or a cache.r3.1large with 13.5 GB of memory.

« Are you using Local Zones?

Local Zones enable you to place resources such as an ElastiCache cluster in multiple locations
close to your users. But when you choose your node size, be aware that the available node sizes
are limited to the following at this time, regardless of capacity requirements:
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o Current generation:

M5 node types: cache.m5.1arge, cache.m5.xlarge, cache.m5.2xlarge,
cache.m5.4xlarge, cache.m5.12xlarge, cache.m5.24xlarge

R5 node types: cache.r5.1arge, cache.r5.xlarge, cache.r5.2xlarge,
cache.r5.4xlarge, cache.r5.12xlarge, cache.r5.24xlarge

T3 node types: cache.t3.micro, cache.t3.small, cache.t3.medium

While your cluster is running, you can monitor the memory usage, processor utilization, cache hits,
and cache misses metrics that are published to CloudWatch. You might notice that your cluster
doesn't have the hit rate that you want or that keys are being evicted too often. In these cases, you
can choose a different node size with larger CPU and memory specifications.

When monitoring CPU usage, remember Valkey and Redis OSS are single-threaded. Thus, multiply
the reported CPU usage by the number of CPU cores to get that actual usage. For example, a four-
core CPU reporting a 20-percent usage rate is actually the one core Redis OSS is running at 80
percent utilization.

Node size (Memcached)

Memcached clusters contain one or more nodes with the cluster's data partitioned across the
nodes. Because of this, the memory needs of the cluster and the memory of a node are related, but
not the same. You can attain your needed cluster memory capacity by having a few large nodes or
several smaller nodes. Further, as your needs change, you can add nodes to or remove nodes from
the cluster and thus pay only for what you need.

The total memory capacity of your cluster is calculated by multiplying the number of nodes in the
cluster by the RAM capacity of each node after deducting system overhead. The capacity of each
node is based on the node type.

cluster_capacity = number_of_nodes * (node_capacity - system_overhead)

The number of nodes in the cluster is a key factor in the availability of your cluster running
Memcached. The failure of a single node can have an impact on the availability of your application
and the load on your backend database. In such a case, ElastiCache provisions a replacement for

a failed node and it gets repopulated. To reduce this availability impact, spread your memory and
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compute capacity over more nodes with smaller capacity, rather than using fewer high-capacity
nodes.

In a scenario where you want to have 35 GB of cache memory, you can set up any of the following
configurations:

e 11 cache.t2.medium nodes with 3.22 GB of memory and 2 threads each = 35.42 GB and 22
threads.

e 6 cache.m4.large nodes with 6.42 GB of memory and 2 threads each = 38.52 GB and 12
threads.

« 3 cache.r4.large nodes with 12.3 GB of memory and 2 threads each = 36.90 GB and 6
threads.

e 3 cache.m4.xlarge nodes with 14.28 GB of memory and 4 threads each = 42.84 GB and 12
threads.

Comparing node options

Node Memory Cores Hourly Nodes Total Total Monthly

type (in GiB) cost * needed memory cores cost
(in GiB)

cache.t2. 3.22 2 $ 0.068 11 35.42 22 $538.56

medium

cache.m4. 6.42 2 $0.156 6 38.52 12 $673.92

large

cache.m4. 14.28 4 $0.311 3 42.84 12 $671.76

xlarge

cache.m5. 12.93 4 $0.311 3 38.81 12 $671.76

xlarge

cache.m6g 6.85 2 $0.147 6 41.1 12 $ 635

large

cache.r4. 12.3 2 $0.228 3 36.9 6 $492.48

large
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Node Memory Cores Hourly Nodes Total Total Monthly

type (in GiB) cost * needed memory cores cost
(in GiB)

cache.r5. 13.07 2 $0.216 3 39.22 6 $466.56

large

cache.rég 13.07 2 $ 0.205 3 42.12 6 $ 442

large

* Hourly cost per node as of October 8, 2020.

Monthly cost at 100% usage for 30 days (720 hours).

These options each provide similar memory capacity but different computational capacity and cost.
To compare the costs of your specific options, see Amazon ElastiCache Pricing.

For clusters running Memcached, some of the available memory on each node is used for
connection overhead. For more information, see Memcached connection overhead

Using multiple nodes requires spreading the keys across them. Each node has its own endpoint. For
easy endpoint management, you can use the ElastiCache the Auto Discovery feature, which enables
client programs to automatically identify all of the nodes in a cluster. For more information, see
Automatically identify nodes in your cluster (Memcached).

In some cases, you might be unsure how much capacity you need. If so, for testing we recommend
starting with one cache.m5.1large node. Then monitor the memory usage, CPU utilization, and
cache hit rate with the ElastiCache metrics that are published to Amazon CloudWatch. For more
information on CloudWatch metrics for ElastiCache, see Monitoring use with CloudWatch Metrics.
For production and larger workloads, the R5 nodes provide the best performance and RAM cost
value.

If your cluster doesn't have the hit rate that you want, you can easily add more nodes to increase
the total available memory in your cluster.

If your cluster is bound by CPU but has sufficient hit rate, set up a new cluster with a node type
that provides more compute power.
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Creating a cluster for Valkey or Redis OSS

The following examples show how to create a Valkey or Redis OSS cluster using the Amazon Web
Services Management Console, Amazon CLI and ElastiCache API.

Creating a Valkey or Redis OSS (cluster mode disabled) (Console)

ElastiCache supports replication when you use the Valkey or Redis OSS engine. To monitor the
latency between when data is written to a Valkey or Redis OSS read/write primary cluster and
when it is propagated to a read-only secondary cluster, ElastiCache adds to the cluster a special
key, ElastiCacheMasterReplicationTimestamp. This key is the current Universal Universal
Time (UTC) time. Because a Valkey or Redis OSS cluster might be added to a replication group at
a later time, this key is included in all Valkey or Redis OSS clusters, even if initially they are not
members of a replication group. For more information on replication groups, see High availability

using replication groups.

To create a Valkey or Redis OSS (cluster mode disabled) cluster, follow the steps at Creating a
Valkey (cluster mode disabled) cluster (Console).

As soon as your cluster's status is available, you can grant Amazon EC2 access to it, connect to it,
and begin using it. For more information, see Step 3. Authorize access to the cluster and Step 4.
Connect to the cluster's node.

/A Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that
the cluster is active, even if you're not actively using it. To stop incurring charges for this
cluster, you must delete it. See Deleting a cluster in ElastiCache.

Creating a Valkey or Redis OSS (cluster mode enabled) cluster (Console)

If you are running Redis OSS 3.2.4 or later, you can create a Valkey or Redis OSS (cluster mode
enabled) cluster. Valkey or Redis OSS (cluster mode enabled) clusters support partitioning your
data across 1 to 500 shards (AP1/CLI: node groups) but with some limitations. For a comparison of
Valkey or Redis OSS (cluster mode disabled) and Valkey or Redis OSS (cluster mode enabled), see
Supported engines and versions.
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To create a Valkey or Redis OSS (cluster mode enabled) cluster using the ElastiCache console

1. Signin to the Amazon Web Services Management Console and open the Amazon ElastiCache
console at https://console.amazonaws.cn/elasticache/.

2. From the list in the upper-right corner, choose the Amazon Region that you want to launch this
clusterin.

3. Choose Get started from the navigation pane.

4. Choose Create VPC and follow the steps outlined at Creating a Virtual Private Cloud (VPC).

5. On the ElastiCache dashboard page, choose Create cluster and then choose Create Valkey
cluster or Create Redis OSS cluster.

6. Under Cluster settings, do the following:

a. Choose Configure and create a new cluster.
b. For Cluster mode, choose Enabled.

c. For Cluster info enter a value for Name.

d. (Optional) Enter a value for Description.

7. Under Location:
Amazon Cloud

1. For Amazon Cloud, we recommend you accept the default settings for Multi-AZ and
Auto-failover. For more information, see Minimizing downtime in ElastiCache for Redis
0SS with Multi-AZ.

2. Under Cluster settings

a. For Engine version, choose an available version.

b. For Port, use the default port, 6379. If you have a reason to use a different port,
enter the port number.

c. For Parameter group, choose a parameter group or create a new one. Parameter
groups control the runtime parameters of your cluster. For more information
on parameter groups, see Valkey and Redis OSS parameters and Creating an

ElastiCache parameter group.
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® Note

When you select a parameter group to set the engine configuration values,
that parameter group is applied to all clusters in the global datastore.

On the Parameter Groups page, the yes/no Global attribute indicates
whether a parameter group is part of a global datastore.

For Node type, choose the down arrow

(*

In the Change node type dialog box, choose a value for Instance family for the
node type that you want. Then choose the node type that you want to use for this
cluster, and then choose Save.

For more information, see Choosing your node size.

If you choose an r6gd node type, data-tiering is automatically enabled. For more
information, see Data tiering in ElastiCache.

For Number of shards, choose the number of shards (partitions/node groups) that
you want for this Valkey or Redis OSS (cluster mode enabled) cluster.

For some versions of Valkey or Redis OSS (cluster mode enabled), you can change
the number of shards in your cluster dynamically:

» Redis 0SS 3.2.10 and later - If your cluster is running Redis OSS 3.2.10 or later
versions, you can change the number of shards in your cluster dynamically. For
more information, see Scaling clusters in Valkey or Redis OSS (Cluster Mode
Enabled).

« Other Redis OSS versions - If your cluster is running a version of Redis OSS
before version 3.2.10, there's another approach. To change the number of
shards in your cluster in this case, create a new cluster with the new number of
shards. For more information, see Restoring from a backup into a new cache.

For Replicas per shard, choose the number of read replica nodes that you want in
each shard.

The following restrictions exist for Valkey or Redis OSS (cluster mode enabled).
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« If you have Multi-AZ enabled, make sure that you have at least one replica per
shard.

o The number of replicas is the same for each shard when creating the cluster
using the console.

« The number of read replicas per shard is fixed and cannot be changed. If you
find you need more or fewer replicas per shard (API/CLI: node group), you must
create a new cluster with the new number of replicas. For more information, see
Tutorial: Seeding a new self-designed cluster with an externally created backup.

3. Under Connectivity

For Network type, choose the IP version(s) this cluster will support.

For Subnet groups, choose the subnet that you want to apply to this cluster.
ElastiCache uses that subnet group to choose a subnet and IP addresses within
that subnet to associate with your nodes. ElastiCache clusters require a dual-stack
subnet with both IPv4 and IPv6 addresses assigned to them to operate in dual-
stack mode and an IPv6-only subnet to operate as IPv6-only.

When creating a new subnet group, enter the VPC ID to which it belongs.

Select a Discovery IP type. Only the IP adresses of your chosen protocol are
returned.

For more information, see:

« Choosing a network type in ElastiCache.

o Create a subnet in your VPC.

If you are Using local zones with ElastiCache, you must create or choose a subnet

that is in the local zone.

For more information, see Subnets and subnet groups.

4. For Availability zone placements, you have two options:

» No preference - ElastiCache chooses the Availability Zone.

« Specify availability zones — You specify the Availability Zone for each cluster.
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If you chose to specify the Availability Zones, for each cluster in each shard, choose
the Availability Zone from the list.

For more information, see Choosing regions and availability zones for ElastiCache.

5. Choose Next

6. Under Advanced Valkey settings or Advanced Redis OSS settings or
o  For Security:
i. To encrypt your data, you have the following options:

« Encryption at rest — Enables encryption of data stored on disk. For more
information, see Encryption at Rest.

® Note

You have the option to supply a different encryption key by
choosing Customer Managed Amazon KMS key and choosing the
key. For more information, see Using customer managed keys from
Amazon KMS.

« Encryption in-transit — Enables encryption of data on the wire. For more
information, see encryption in transit. For Valkey 7.2 and above or Redis
0SS 6.0 and above, if you enable Encryption in-transit you will be prompted
to specify one of the following Access Control options:

» No Access Control - This is the default setting. This indicates no
restrictions on user access to the cluster.

« User Group Access Control List — Select a user group with a defined set
of users that can access the cluster. For more information, see Managing
User Groups with the Console and CLI.

o AUTH Default User — An authentication mechanism for a Valkey or Redis
OSS server. For more information, see AUTH.

o AUTH - An authentication mechanism for Valkey or Redis OSS server. For
more information, see AUTH.
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® Note

For Redis OSS versions between 3.2.6 onward, excluding version
3.2.10, AUTH is the sole option.

ii. For Security groups, choose the security groups that you want for this cluster.
A security group acts as a firewall to control network access to your cluster.
You can use the default security group for your VPC or create a new one.

For more information on security groups, see Security groups for your VPC in
the Amazon VPC User Guide.

7. For regularly scheduled automatic backups, select Enable automatic backups and then
enter the number of days that you want each automatic backup retained before it is
automatically deleted. If you don't want regularly scheduled automatic backups, clear
the Enable automatic backups check box. In either case, you always have the option to
create manual backups.

For more information on backup and restore, see Snapshot and restore.

8. (Optional) Specify a maintenance window. The maintenance window is the time,
generally an hour in length, each week when ElastiCache schedules system
maintenance for your cluster. You can allow ElastiCache to choose the day and time
for your maintenance window (No preference), or you can choose the day, time, and
duration yourself (Specify maintenance window). If you choose Specify maintenance
window from the lists, choose the Start day, Start time, and Duration (in hours) for your
maintenance window. All times are UCT times.

For more information, see Managing ElastiCache cluster maintenance.

9. (Optional) For Logs:

« Under Log format, choose either Text or JSON.
« Under Destination Type, choose either CloudWatch Logs or Kinesis Firehose.

« Under Log destination, choose either Create new and enter either your CloudWatch
Logs log group name or your Firehose stream name, or choose Select existing and
then choose either your CloudWatch Logs log group name or your Firehose stream
name,
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10. For Tags, to help you manage your clusters and other ElastiCache resources, you can
assign your own metadata to each resource in the form of tags. For mor information,
see Tagging your ElastiCache resources.

11. Choose Next.

12. Review all your entries and choices, then make any needed corrections. When you're
ready, choose Create.
On premises

1. For On premises, we recommend you leave Auto-failover enabled. For more
information, see Minimizing downtime in ElastiCache for Redis OSS with Multi-AZ

2. Follow the steps at Using Outposts.

To create the equivalent using the ElastiCache APl or Amazon CLI instead of the ElastiCache
console, see the following:

o API: CreateReplicationGroup

o CLI: create-replication-group

As soon as your cluster's status is available, you can grant EC2 access to it, connect to it, and begin
using it. For more information, see Step 3. Authorize access to the cluster and Step 4. Connect to

the cluster's node.

/A Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that
the cluster is active, even if you're not actively using it. To stop incurring charges for this
cluster, you must delete it. See Deleting a cluster in ElastiCache.
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Creating a cluster (Amazon CLI)

To create a cluster using the Amazon CLI, use the create-cache-cluster command.

/A Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that
the cluster is active, even if you're not actively using it. To stop incurring charges for this
cluster, you must delete it. See Deleting a cluster in ElastiCache.

Creating a Valkey or Redis OSS (cluster mode disabled) cluster (CLI)
Example - A Valkey or Redis OSS (cluster mode disabled) Cluster with no read replicas

The following CLI code creates a Valkey or Redis OSS (cluster mode disabled) cache cluster with no
replicas.

(@ Note

When creating cluster using a node type from the r6gd family, you must pass the data-
tiering-enabled parameter.

For Linux, OS X, or Unix:

aws elasticache create-cache-cluster \

--cache-cluster-id my-cluster \

--cache-node-type cache.r4.large \

--engine redis \

--num-cache-nodes 1 \

--cache-parameter-group default.redis6.x \

--snapshot-arns arn:aws:s3:::amzn-s3-demo-bucket/snapshot.rdb

For Windows:

aws elasticache create-cache-cluster 2
--cache-cluster-id my-cluster *
--cache-node-type cache.r4.large *
--engine redis A
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--num-cache-nodes 1 *
--cache-parameter-group default.redis6.x *
--snapshot-arns arn:aws:s3:::amzn-s3-demo-bucket/snapshot.rdb

Creating a Valkey or Redis OSS (cluster mode enabled) cluster (Amazon CLI)

Valkey or Redis OSS (cluster mode enabled) clusters (API/CLI: replication groups) cannot be created
using the create-cache-cluster operation. To create a Valkey or Redis OSS (cluster mode
enabled) cluster (API/CLI: replication group), see Creating a Valkey or Redis OSS (Cluster Mode
Enabled) replication group from scratch (Amazon CLI).

For more information, see the Amazon CLI for ElastiCache reference topic create-replication-

roup.
Creating a cluster for Valkey or Redis OSS (ElastiCache API)

To create a cluster using the ElastiCache API, use the CreateCacheCluster action.

/A Important

As soon as your cluster becomes available, you're billed for each hour or partial hour that
the cluster is active, even if you're not using it. To stop incurring charges for this cluster, you
must delete it. See Deleting a cluster in ElastiCache.

Topics

» Creating a Valkey or Redis OSS (cluster mode disabled) cache cluster (ElastiCache API)

» Creating a cache cluster in Valkey or Redis OSS (cluster mode enabled) (ElastiCache API)

Creating a Valkey or Redis OSS (cluster mode disabled) cache cluster (ElastiCache API)

The following code creates a Valkey or Redis OSS (cluster mode disabled) cache cluster (ElastiCache
API).

Line breaks are added for ease of reading.

https://elasticache.us-west-2.amazonaws.com/
?Action=CreateCacheCluster
&CacheClusterId=my-cluster
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&CacheNodeType=cache.r4.large
&CacheParameterGroup=default.redis3.2
&Engine=redis

&EngineVersion=3.2.4

&NumCacheNodes=1

&SignatureVersion=4
&SignatureMethod=HmacSHA256
&SnapshotArns.member.l=arn%3Aaws%3As3%3A%3A%3AmyS3Bucket%2Fdump.rdb
&Timestamp=20150508T220302Z
&Version=2015-02-02
&X-Amz-Algorithm=&AWS; 4-HMAC-SHA256
&X-Amz-Credential=<credential>
&X-Amz-Date=20150508T220302Z
&X-Amz-Expires=20150508T7220302Z
&X-Amz-SignedHeaders=Host
&X-Amz-Signature=<signature>

Creating a cache cluster in Valkey or Redis OSS (cluster mode enabled) (ElastiCache API)

Valkey or Redis OSS (cluster mode enabled) clusters (API/CLI: replication groups) cannot be
created using the CreateCacheCluster operation. To create a Valkey or Redis OSS (cluster mode
enabled) cluster (API/CLI: replication group), see Creating a replication group in Valkey or Redis
OSS (Cluster Mode Enabled) from scratch (ElastiCache API).

For more information, see the ElastiCache API reference topic CreateReplicationGroup.

Cre