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What is Amazon EMR on EKS?

Amazon EMR on EKS provides a deployment option for Amazon EMR that allows you to run
open-source big data frameworks on Amazon Elastic Kubernetes Service (Amazon EKS). With this
deployment option, you can focus on running analytics workloads while Amazon EMR on EKS
builds, configures, and manages containers for open-source applications.

If you already use Amazon EMR, you can now run Amazon EMR based applications with other types
of applications on the same Amazon EKS cluster. This deployment option also improves resource
utilization and simplifies infrastructure management across multiple Availability Zones. If you
already run big data frameworks on Amazon EKS, you can now use Amazon EMR to automate
provisioning and management, and run Apache Spark more quickly.

Amazon EMR on EKS enables your team to collaborate more efficiently and process vast amounts
of data more easily and cost-effectively:

» You can run applications on a common pool of resources without having to provision
infrastructure. You can use Amazon EMR Studio and the Amazon SDK or Amazon CLI to develop,
submit, and diagnose analytics applications running on EKS clusters. You can run scheduled jobs
on Amazon EMR on EKS using self-managed Apache Airflow or Amazon Managed Workflows for
Apache Airflow (MWAA).

o Infrastructure teams can centrally manage a common computing platform to consolidate
Amazon EMR workloads with other container-based applications. You can simplify infrastructure
management with common Amazon EKS tools and take advantage of a shared cluster for
workloads that need different versions of open-source frameworks. You can also reduce
operational overhead with automated Kubernetes cluster management and OS patching.

With Amazon EC2 and Amazon Fargate, you can enable multiple compute resources to meet
performance, operational, or financial requirements.

The following diagram shows the two different deployment models for Amazon EMR.



https://docs.amazonaws.cn/emr/latest/ManagementGuide/emr-studio.html
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Amazon EMR running on Amazon EC2 Amazon EMR on Amazon EKS
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Customers specify applications
and install dependencies;
Amazon EMR runs them. —
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Topics

o Architecture for Amazon EMR on EKS

« Understanding Amazon EMR on EKS concepts and terminology

« What happens when you submit work to an Amazon EMR on EKS virtual cluster

Architecture for Amazon EMR on EKS

Amazon EMR on EKS loosely couples applications to the infrastructure that they run on. Each
infrastructure layer provides orchestration for the subsequent layer. When you submit a job to
Amazon EMR, your job definition contains all of its application-specific parameters. Amazon EMR
uses these parameters to instruct Amazon EKS about which pods and containers to deploy. Amazon
EKS then brings online the computing resources from Amazon EC2 and Amazon Fargate required to
run the job.

With this loose coupling of services, you can run multiple, securely isolated jobs simultaneously.
You can also benchmark the same job with different compute backends or spread your job across
multiple Availability Zones to improve availability.

Architecture for Amazon EMR on EKS 2
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The following diagram illustrates how Amazon EMR on EKS works with other Amazon services.

Amazon EMR on EKS

@ Amazon Elastic Kubernetes Service
(Amazon EKS)

Spark 2.4 Other Applications
Application

Understanding Amazon EMR on EKS concepts and terminology

Amazon EMR on EKS provides a deployment option for Amazon EMR that allows you to run open-
source big data frameworks on Amazon Elastic Kubernetes Service (Amazon EKS). This topic gives
you context on some of the common terminology for it, including namespaces, virtual clusters, and
job runs, which are units of work that you submit for processing.

Kubernetes namespace

Amazon EKS uses Kubernetes namespaces to divide cluster resources between multiple users and
applications. These namespaces are the foundation for multi-tenant environments. A Kubernetes
namespace can have either Amazon EC2 or Amazon Fargate as the compute provider. This
flexibility provides you with different performance and cost options for your jobs to run on.

Virtual cluster

A virtual cluster is a Kubernetes namespace that Amazon EMR is registered with. Amazon EMR uses
virtual clusters to run jobs and host endpoints. Multiple virtual clusters can be backed by the same

Understanding Amazon EMR on EKS concepts and terminology 3
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physical cluster. However, each virtual cluster maps to one namespace on an EKS cluster. Virtual
clusters do not create any active resources that contribute to your bill or that require lifecycle
management outside the service.

Job run

A job run is a unit of work, such as a Spark jar, PySpark script, or SparkSQL query, that you submit
to Amazon EMR on EKS. One job can have multiple job runs. When you submit a job run, you
include the following information:

« A virtual cluster where the job should run.

« A job name to identify the job.

» The execution role — a scoped IAM role that runs the job and allows you to specify which
resources can be accessed by the job.

« The Amazon EMR release label that specifies the version of open-source applications to use.

« The artifacts to use when submitting your job, such as spark-submit parameters.

By default, logs are uploaded to the Spark History server and are accessible from the Amazon
Web Services Management Console. You can also push event logs, execution logs, and metrics to
Amazon S3 and Amazon CloudWatch.

Amazon EMR containers

Amazon EMR containers is the APl name for Amazon EMR on EKS. The emr-containers prefix is
used in the following scenarios:

« Itis the prefix in the CLI commands for Amazon EMR on EKS. For example, aws emr-
containers start-job-run.

« It is the prefix before IAM policy actions for Amazon EMR on EKS. For example, "Action":
[ "emr-containers:StartJobRun"]. For more information, see Policy actions for Amazon
EMR on EKS.

« Itis the prefix used in Amazon EMR on EKS service endpoints. For example, emr -
containers.us-east-1.amazonaws.com. For more information, see Amazon EMR on EKS

Service Endpoints.

Job run 4
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What happens when you submit work to an Amazon EMR on
EKS virtual cluster

Registering Amazon EMR with a Kubernetes namespace on Amazon EKS creates a virtual cluster.
Amazon EMR can then run analytics workloads on that namespace. When you use Amazon EMR
on EKS to submit Spark jobs to the virtual cluster, Amazon EMR on EKS requests the Kubernetes
scheduler on Amazon EKS to schedule pods.

The following steps and diagram illustrate the Amazon EMR on EKS workflow:

» Use an existing Amazon EKS cluster or create one by using the eksctl command line utility or
Amazon EKS console.

» Create a virtual cluster by registering Amazon EMR with a namespace on an EKS cluster.

« Submit your job to the virtual cluster using the Amazon CLI or SDK.

W
%
n
@)

Regist
AmazonegElangith a Submit analytics jobs Run analytics jobs

Kubernetes namespace

For each job that you run, Amazon EMR on EKS creates a container with an Amazon Linux 2 base
image, Apache Spark, and associated dependencies. Each job runs in a pod that downloads the
container and starts to run it. The pod terminates after the job terminates. If the container’'s image
has been previously deployed to the node, then a cached image is used and the download is
bypassed. Sidecar containers, such as log or metric forwarders, can be deployed to the pod. After
the job terminates, you can still debug it using Spark application Ul in the Amazon EMR console.
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Getting started with Amazon EMR on EKS

This topic helps you get started using Amazon EMR on EKS by deploying a Spark application on

a virtual cluster. It includes steps to set up the correct permissions and to start a job. Before you
begin, make sure that you've completed the steps in Setting up Amazon EMR on EKS. This helps
you get tools like the Amazon CLI set up prior to creating your virtual cluster. For other templates
that can help you get started, see our EMR Containers Best Practices Guide on GitHub.

You will need the following information from the setup steps:

o Virtual cluster ID for the Amazon EKS cluster and Kubernetes namespace registered with Amazon
EMR

/A Important

When creating an EKS cluster, make sure to use m5.xlarge as the instance type, or any
other instance type with a higher CPU and memory. Using an instance type with lower
CPU or memory than m5.xlarge may lead to job failure due to insufficient resources
available in the cluster.

« Name of the IAM role used for job execution
» Release label for the Amazon EMR release (for example, emr-6.4.0-1atest)
» Destination targets for logging and monitoring:

« Amazon CloudWatch log group name and log stream prefix

« Amazon S3 location to store event and container logs

/A Important

Amazon EMR on EKS jobs use Amazon CloudWatch and Amazon S3 as destination targets
for monitoring and logging. You can monitor job progress and troubleshoot failures

by viewing the job logs sent to these destinations. To enable logging, the IAM policy
associated with the IAM role for job execution must have the required permissions to access
the target resources. If the IAM policy doesn't have the required permissions, you must
follow the steps outlined in Update the trust policy of the job execution role, Configure
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a job run to use Amazon S3 logs, and Configure a job run to use CloudWatch Logs before
running this sample job.

Run a Spark application

Take the following steps to run a simple Spark application on Amazon EMR on

EKS. The application entryPoint file for a Spark Python application is located at
s3://REGION.elasticmapreduce/emr-containers/samples/wordcount/scripts/
wordcount.py. The REGION is the Region in which your Amazon EMR on EKS virtual cluster
resides, such as us-east-1.

1. Update the IAM policy for the job execution role with the required permissions, as the
following policy statements demonstrate.

JSON

{
"Version":"2012-10-17",

"Statement": [
{

"Sid": "ReadFromLoggingAndInputScriptBuckets",

"Effect": "Allow",

"Action": [

"s3:GetObject",
"s3:ListBucket"

1,

"Resource": [
"arn:aws:s3:::*.elasticmapreduce”,
"arn:aws:s3:::*.elasticmapreduce/*",
"arn:aws:s3:::amzn-s3-demo-bucket",
"arn:aws:s3:::amzn-s3-demo-bucket/*",
"arn:aws:s3:::amzn-s3-demo-bucket-b",
"arn:aws:s3:::amzn-s3-demo-bucket-b/*"

"Sid": "WriteToLoggingAndOutputDataBuckets",
"Effect": "Allow",
"Action": [

Run a Spark application 7
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"s3:PutObject",
"s3:DeleteObject"

1,

"Resource": [
"arn:aws:s3:::amzn-s3-demo-bucket/*",
"arn:aws:s3:::amzn-s3-demo-bucket-b/*"

]
}I
{
"Sid": "DescribeAndCreateCloudwatchLogStream",
"Effect": "Allow",
"Action": [
"logs:CreateLogStream",
"logs:DescribelogGroups",
"logs:DescribelLogStreams"
]I
"Resource": [
"arn:aws:logs:*:*:*"
]
}I
{

"Sid": "WriteToCloudwatchLogs",
"Effect": "Allow",
"Action": [
"logs:PutLogEvents"
]I

"Resource": [
"arn:aws:logs:*:*:log-group:my_Llog_group_name:log-
stream:my_log_stream_prefix/*"

1

» The first statement ReadFromLoggingAndInputScriptBuckets in this policy grants
ListBucket and GetObjects access to the following Amazon S3 buckets:

« REGION.elasticmapreduce - the bucket where the application entryPoint file is
located.

e amzn-s3-demo-destination-bucket - a bucket that you define for your output data.

e amzn-s3-demo-1logging-bucket - a bucket that you define for your logging data.

Run a Spark application 8
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» The second statement WriteToLoggingAndOutputDataBuckets in this policy grants the
job permissions to write data to your output and logging buckets respectively.

e The third statement DescribeAndCreateCloudwatchlLogStream grants the job with
permissions to describe and create Amazon CloudWatch Logs.

e The fourth statement WriteToCloudwatchLogs grants permissions to write logs to an
Amazon CloudWatch log group named my_1log_group_name under a log stream named
my_log_stream_prefix.

2. Torun a Spark Python application, use the following command. Replace all the replaceable
red italicized values with appropriate values. The REGION is the Region in which your
Amazon EMR on EKS virtual cluster resides, such as us-east-1.

aws emr-containers start-job-run \
--virtual-cluster-id cluster_id \
--name sample-job-name \
--execution-role-arn execution-role-arn \
--release-label emr-6.4.0-latest \
--job-driver '{
"sparkSubmitJobDriver": {
"entryPoint": "s3://REGION.elasticmapreduce/emr-containers/samples/wordcount/
scripts/wordcount.py",
"entryPointArguments": ["s3://amzn-s3-demo-destination-bucket/
wordcount_output"],
"sparkSubmitParameters": "--conf spark.executor.instances=2 --
conf spark.executor.memory=2G --conf spark.executor.cores=2 --conf
spark.driver.cores=1"
}
AN
--configuration-overrides '{
"monitoringConfiguration": {
"cloudWatchMonitoringConfiguration": {
"logGroupName": "my_log_group_name",
"logStreamNamePrefix": "my_log_stream prefix"
3,
"s3MonitoringConfiguration": {
"logUri": "s3://amzn-s3-demo-logging-bucket"
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The output data from this job will be available at s3://amzn-s3-demo-destination-
bucket/wordcount_output.

You can also create a JSON file with specified parameters for your job run. Then run the
start-job-run command with a path to the JSON file. For more information, see Submit
a job run with StartJobRun. For more details about configuring job run parameters, see
Options for configuring a job run.

3. Torun a Spark SQL application, use the following command. Replace all the red italicized
values with appropriate values. The REGION is the Region in which your Amazon EMR on EKS
virtual cluster resides, such as us-east-1.

aws emr-containers start-job-run \
--virtual-cluster-id cluster_id \
--name sample-job-name \
--execution-role-arn execution-role-arn \
--release-label emr-6.7.0-latest \
--job-driver '{
"sparkSqlJobDriver": {
"entryPoint": "s3://query-file.sql",
"sparkSqlParameters": "--conf spark.executor.instances=2 --
conf spark.executor.memory=2G --conf spark.executor.cores=2 --conf
spark.driver.cores=1"
}
'\
--configuration-overrides '{
"monitoringConfiguration": {
"cloudWatchMonitoringConfiguration": {
"logGroupName": "my_log_group_name",
"logStreamNamePrefix": "my_log_stream prefix"
.
"s3MonitoringConfiguration": {
"logUri": "s3://amzn-s3-demo-logging-bucket"

}
} 1

A sample SQL query file is shown below. You must have an external file store, such as S3,
where the data for the tables is stored.

CREATE DATABASE demo;
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CREATE EXTERNAL TABLE IF NOT EXISTS demo.amazonreview( marketplace string,
customer_id string, review_id string, product_id string, product_parent string,
product_title string, star_rating integer, helpful_votes integer, total_votes

integer, vine string, verified_purchase string, review_headline string,
review_body string, review_date date, year integer) STORED AS PARQUET LOCATION
's3://URI to parquet files';

SELECT count(*) FROM demo.amazonreview;

SELECT count(*) FROM demo.amazonreview WHERE star_rating = 3;

The output for this job will available in the driver's stdout logs in S3 or CloudWatch, depending
on the monitoringConfiguration that is configured.

4. You can also create a JSON file with specified parameters for your job run. Then run the start-
job-run command with a path to the JSON file. For more information, see Submit a job run.
For more details about configuring job run parameters, see Options for configuring a job run.

To monitor the progress of the job or to debug failures, you can inspect logs uploaded to
Amazon S3, CloudWatch Logs, or both. Refer to log path in Amazon S3 at Configure a job run
to use S3 logs and for Cloudwatch logs at Configure a job run to use CloudWatch Logs. To see

logs in CloudWatch Logs, follow the instructions below.

Open the CloudWatch console at https://console.aws.amazon.com/cloudwatch/.

In the Navigation pane, choose Logs. Then choose Log groups.

Choose the log group for Amazon EMR on EKS and then view the uploaded log events.

CloudWatch > CloudWatchlogs » Loggroups > /emr-containers/jobs Switch to the original interface.

Log events View as text
n

Q Clear n

30m  1h  12h  Custom E @

Timestamp

vents at this moment. Retry
i is roughly 3.1427357136785683", "time":"2028-L0 __ il L _Lbe "}

2020~

newer events at this moment. Auto retry paused. Resume

/A Important

Jobs have a default configured retry policy. For information on how to modify or disable

the configuration, refer to Using job retry policies.
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Links to Amazon EMR on EKS best practices guides on
GitHub

We've built the Amazon EMR on EKS Best Practices Guide using open source community

collaboration so that we can iterate quickly and provide recommendations for aspects of creating
and running a virtual cluster. We recommend that you use the Amazon EMR on EKS best practices
guide for the sections. Choose the links in each section to go to the GitHub site.

Security

(® Note

For more information on security with Amazon EMR on EKS, see Amazon EMR on EKS

security best practices.

Encryption best practices: how to use encryption for data at rest and in transit.

Managing network security describes how to configure security groups for pods for Amazon EMR
on EKS while you connect to data sources that are hosted in Amazon Web Services services like
Amazon RDS and Amazon Redshift.

Using Amazon secrets manager to store secrets.

Pyspark job submission

Pyspark job submission: specifies different types of packaging for pySpark applications using
packaging formats like zip, egg, wheel, and pex.

Storage

Using EBS volumes:: how to use static and dynamic provisioning for jobs that need EBS volumes.

Using Amazon FSx for Lustre volumes: how to use static and dynamic provisioning for jobs that

need Amazon FSx for Luster volumes.
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Using Instance store volumes: how to use instance store volumes for job processing.

Metastore integration

Using Hive metastore: offers different ways to use Hive metastore.

Using Amazon Glue: offers different ways to configure Amazon Glue catalog.

Debugging

Using Spark debugging: how to change the log level.

Connecting to Spark Ul on the driver pod.

How to use self-hosted Spark history server with Amazon EMR on EKS.

Troubleshooting Amazon EMR on EKS issues

Troubleshooting.

Node placement

Using Kubernetes node selectors for single-az and other use cases.

Using Fargate node placement.

Performance

Using Dynamic Resource Allocation (DRA).

EKS best practices for the Amazon VPC Container Network Interface plugin (CNI), Cluster
Autoscaler, and Core DNS.

Cost optimization

Using spot instances: Amazon EC2 spot instance best practices and how to use the Spark node

decommission feature.
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Using Amazon Outposts

Running Amazon EMR on EKS using Amazon Outposts

Using Amazon Outposts 14


https://aws.github.io/aws-emr-containers-best-practices/outposts/emr-containers-on-outposts/

Amazon EMR Amazon EMR on EKS Development Guide

Customizing Docker images for Amazon EMR on EKS

You can use customized Docker images with Amazon EMR on EKS. Customizing the Amazon EMR
on EKS runtime image provides the following benefits:

» Package application dependencies and runtime environment into a single immutable container
that promotes portability and simplifies dependency management for each workload.

« Install and configure packages that are optimized to your workloads. These packages may not be
widely available in the public distribution of Amazon EMR runtimes.

 Integrate Amazon EMR on EKS with current established build, test, and deployment processes
within your organization, including local development and testing.

» Apply established security processes, such as image scanning, that meet compliance and
governance requirements within your organization.

Topics

» How to customize Docker images

« Details for selecting a base image URI

» Considerations for customizing images

How to customize Docker images

Follow these steps to customize Docker images for Amazon EMR on EKS. The steps show you how
to get a base image, customize and publish it, and submit a workload using the image.

« Prerequisites

» Step 1: Retrieve a base image from Amazon Elastic Container Registry (Amazon ECR)

» Step 2: Customize a base image

» Step 3: (Optional but recommended) Validate a custom image

» Step 4: Publish a custom image

o Step 5: Submit a Spark workload in Amazon EMR using a custom image

How to customize Docker images 15
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® Note

Other options you may want to consider when customizing Docker images are customizing
for interactive endpoints, which you do to ensure you have your required dependencies, or
using multi-architectural container images:

» Customize Docker images for interactive endpoints

« Work with multi-architecture images

Prerequisites

o Complete the Setting up Amazon EMR on EKS steps for Amazon EMR on EKS.

« Install Docker in your environment. For more information, see Get Docker.

Step 1: Retrieve a base image from Amazon Elastic Container Registry
(Amazon ECR)

The base image contains the Amazon EMR runtime and connectors that are used to access other
Amazon services. For Amazon EMR 6.9.0 and higher, you can get the base images from the
Amazon ECR Public Gallery. Browse the gallery to find the image link and pull the image to your
local workspace. For example, for Amazon EMR 7.12.0 release, the following docker pull
command gets you the lastest standard base image. You can replace emr-7.12.0:1atest with
emr-7.12.0-spark-rapids:latest to retrieve the image that has Nvidia RAPIDS accelerator.
You can also replace emr-7.12.0:1latest withemr-7.12.0-javall:latest to retrieve the
image with Java 11 runtime.

docker pull public.ecr.aws/emr-on-eks/spark/emr-7.12.0:1atest

If you would like to retrieve the base image for a Amazon EMR 6.9.0 or ealier releases, or if you
prefer to retrieve from Amazon ECR registry accounts in each Region, use the following steps:

1. Choose a base image URI. The image URI follows this format, ECR-registry-
account .dkr.ecr.Region.amazonaws.com/spark/container-image-tag, as the
following example demonstrates.

Prerequisites 16
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895885662937 .dkr.ecr.us-west-2.amazonaws.com/spark/emr-6.6.0:1latest

To choose a base image in your Region, see Details for selecting a base image URI.

2. Login to the Amazon ECR repository where the base image is stored. Replace 895885662937
and us-west-2 with the Amazon ECR registry account and the Amazon Region you have
selected.

aws ecr get-login-password --region us-west-2 | docker login --username AWS --
password-stdin 895885662937.dkr.ecr.us-west-2.amazonaws.com

3. Pull the base image into your local Workspace. Replace emr-6.6.0: latest with the
container image tag you have selected.

docker pull 895885662937.dkr.ecr.us-west-2.amazonaws.com/spark/emr-6.6.0:1atest

Step 2: Customize a base image

Follow these steps to customize the base image you have pulled from Amazon ECR.

1. Create a new Dockerfile on your local Workspace.

2. Editthe Dockerfile you just created and add the following content. This Dockerfile
uses the container image you have pulled from 895885662937 .dkr.ecr.us-
west-2.amazonaws.com/spark/emr-6.6.0:1latest.

FROM 895885662937 .dkr.ecr.us-west-2.amazonaws.com/spark/emr-6.6.0:1atest
USER root

### Add customization commands here ####

USER hadoop:hadoop

3. Add commands in the Dockerfile to customize the base image. For example, add a
command to install Python libraries, as the following Dockerfile demonstrates.

FROM 895885662937 .dkr.ecr.us-west-2.amazonaws.com/spark/emr-6.6.0:1latest
USER root

RUN pip3 install --upgrade boto3 pandas numpy // For python 3

USER hadoop:hadoop

Step 2: Customize a base image 17
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4. From the same directory where the Dockerfile is created, run the following command to
build the Docker image. Provide a name for the Docker image, for example, emr6.6_custom.

docker build -t emr6.6_custom .

Step 3: (Optional but recommended) Validate a custom image

We recommend that you test the compatibility of your custom image before publishing it. You
can use the Amazon EMR on EKS custom image CLI to check if your image has the required file

structures and correct configurations for running on Amazon EMR on EKS.

® Note

The Amazon EMR on EKS custom image CLI cannot confirm that your image is free of error.
Use caution when removing dependencies from the base images.

Take the following steps to validate your custom image.

1. Download and install Amazon EMR on EKS custom image CLI. For more information, see
Amazon EMR on EKS custom image CLI Installation Guide.

2. Run the following command to test the installation.

emr-on-eks-custom-image --version

The following shows an example of the output.

Amazon EMR on EKS Custom Image CLI
Version: x.xx

3. Run the following command to validate your custom image.

emr-on-eks-custom-image validate-image -i image_name -r release_version [-
t image_type]

« -1 specifies the local image URI that needs to be validated. This can be the image URI, any
name or tag that you defined for your image.

Step 3: (Optional but recommended) Validate a custom image 18
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» -1 specifies the exact release version for the base image, for example, emr-6.6.0-1latest.

» -t specifies the image type. If this is a Spark image, input spark. The default value is
spark. The current Amazon EMR on EKS custom image CLI version only supports Spark
runtime images.

If you run the command successfully and the custom image meets all the required
configurations and file structures, the returned output displays the results of all of the tests, as
the following example demonstrates.

Amazon EMR on EKS Custom Image Test
Version: Xx.XX
. Checking if docker cli is installed
. Checking Image Manifest
[INFO] Image ID: xxx
[INFO] Created On: 2021-05-17T20:50:07.986662904Z
[INFO] Default User Set to hadoop:hadoop : PASS
[INFO] Working Directory Set to /home/hadoop : PASS
[INFO] Entrypoint Set to /usr/bin/entrypoint.sh : PASS
[INFO] SPARK_HOME is set with value: /usr/lib/spark : PASS
[INFO] JAVA_HOME is set with value: /etc/alternatives/jre : PASS
[INFO] File Structure Test for spark-jars in /usr/lib/spark/jars: PASS
[INFO] File Structure Test for hadoop-files in /usr/lib/hadoop: PASS
[INFO] File Structure Test for hadoop-jars in /usr/lib/hadoop/lib: PASS
[INFO] File Structure Test for bin-files in /usr/bin: PASS
. Start Running Sample Spark Job
[INFO] Sample Spark Job Test with local:///usr/lib/spark/examples/jars/spark-
examples.jar : PASS

If the custom image doesn't meet the required configurations or file structures, error messages
occur. The returned output provides information about the incorrect configurations or file
structures.

Step 4: Publish a custom image

Publish the new Docker image to your Amazon ECR registry.

Step 4: Publish a custom image 19



Amazon EMR Amazon EMR on EKS Development Guide

1.

Run the following command to create an Amazon ECR repository for storing your Docker
image. Provide a name for your repository, for example, emr6.6_custom_repo. Replace us-
west -2 with your Region.

aws ecr create-repository \
--repository-name emr6.6_custom_repo \
--image-scanning-configuration scanOnPush=true \
--region us-west-2

For more information, see Create a repository in the Amazon ECR User Guide.

Run the following command to authenticate to your default registry.

aws ecr get-login-password --region us-west-2 | docker login --username AWS --
password-stdin aws_account_id.dkr.ecr.us-west-2.amazonaws.com

For more information, see Authenticate to your default registry in the Amazon ECR User Guide.

Tag and publish an image to the Amazon ECR repository you created.

Tag the image.

docker tag emr6.6_custom aws_account_id.dkr.ecr.us-
west-2.amazonaws.com/emr6.6_custom_repo

Push the image.

docker push aws_account_id.dkr.ecr.us-west-2.amazonaws.com/emr6.6_custom_repo

For more information, see Push an image to Amazon ECR in the Amazon ECR User Guide.

Step 5: Submit a Spark workload in Amazon EMR using a custom image

After a custom image is built and published, you can submit an Amazon EMR on EKS job using a

custom image.

First, create a start-job-run-request.json file and specify the

spark.kubernetes.container.image parameter to reference the custom image, as the
following example JSON file demonstrates.
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® Note

You can use local:// scheme to refer to files available in the custom image as

shown with entryPoint argument in the JSON snippet below. You can also use

the local:// scheme to refer to application dependencies. All files and dependencies that
are referred using 1local:// scheme must already be present at the specified path in the
custom image.

{
"name": "spark-custom-image",
"virtualClusterId": "virtual-cluster-id",
"executionRoleArn": "execution-role-arn",
"releaselLabel": "emr-6.6.0-latest",

"jobDriver": {
"sparkSubmitJobDriver": {
"entryPoint": "local:///usr/lib/spark/examples/jars/spark-examples.jar",
"entryPointArguments": [
n1gQ"
1,
"sparkSubmitParameters": "--class org.apache.spark.examples.SparkPi --conf
spark.kubernetes.container.image=123456789012.dkr.ecr.us-west-2.amazonaws.com/
emr6.6_custom_repo"

}

You can also reference the custom image with applicationConfiguration properties as the
following example demonstrates.

{
"name": "spark-custom-image",
"virtualClusterId": "virtual-cluster-id",
"executionRoleArn": "execution-role-arn",
"releaselLabel": "emr-6.6.0-latest",

"jobDriver": {
"sparkSubmitJobDriver": {
"entryPoint": "local:///usr/lib/spark/examples/jars/spark-examples.jar",
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"entryPointArguments": [
II1®II

]I

"sparkSubmitParameters": "--class org.apache.spark.examples.SparkPi"

iy

"configurationOverrides": {
"applicationConfiguration": [

{

"classification": "spark-defaults",
"properties": {
"spark.kubernetes.container.image": "123456789012.dkr.ecr.us-
west-2.amazonaws.com/emr6.6_custom_repo"

}

Then run the start-job-run command to submit the job.

aws emr-containers start-job-run --cli-input-json file://./start-job-run-request.json

In the JSON examples above, replace emr-6.6.0-1atest with your Amazon EMR release version.
We strongly recommend that you use the -1atest release version to ensure that the selected
version contains the latest security updates. For more information about Amazon EMR release
versions and their image tags, see Details for selecting a base image URI.

(® Note

You can use spark.kubernetes.driver.container.image and
spark.kubernetes.executor.container.image to specify a different image for
driver and executor pods.

Customize Docker images for interactive endpoints

You can also customize Docker images for interactive endpoints so that you can run customized
base kernel images. This helps you ensure that you have the dependencies you need when you run
interactive workloads from EMR Studio.
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1. Follow the Steps 1-4 outlined above to customize a Docker image. For Amazon EMR 6.9.0
releases and later, you can get the base image URI from Amazon ECR Public Gallery. For
releases before Amazon EMR 6.9.0, you can get the image in Amazon ECR Registry accounts
in each Amazon Web Services Region, and the only difference is the base image URI in your
Dockerfile. The base image URI follows the format:

ECR-registry-account.dkr.ecr.Region.amazonaws.com/notebook-spark/container-image-
tag

You need to use notebook-spark in the base image URI, instead of spark. The base image
contains the Spark runtime and the notebook kernels that run with it. For more information
about selecting Regions and container image tags, see Details for selecting a base image URI.

(® Note

Currently only overrides of base images are supported and introducing completely new
kernels of other types than the base images Amazon provides is not supported.

2. Create an interactive endpoint that can be used with the custom image.

First, create a JSON file called custom-image-managed-endpoint. json with the following

contents.
{

"name": "endpoint-name",
"virtualClusterId": "virtual-cluster-id",
"type": "JUPYTER_ENTERPRISE_GATEWAY",
"releaselLabel": "emr-6.6.0-latest",
"executionRoleArn": "execution-role-arn",
"certificateArn": "certificate-arn",

"configurationOverrides": {
"applicationConfiguration": [

{
"classification": "jupyter-kernel-overrides",
"configurations": [
{
"classification": "python3",

"properties": {
"container-image": "123456789012.dkr.ecr.us-
west-2.amazonaws.com/custom-notebook-python:latest"

Customize Docker images for interactive endpoints 23


https://docs.amazonaws.cn/emr/latest/EMR-on-EKS-DevelopmentGuide/docker-custom-images-steps.html#docker-custom-images-retrieve

Amazon EMR Amazon EMR on EKS Development Guide

"classification": "spark-python-kubernetes",
"properties": {
"container-image": "123456789012.dkr.ecr.us-
west-2.amazonaws.com/custom-notebook-spark:latest"

}

Next, create an interactive endpoint using the configurations specified in the JSON file, as the
following example demonstrates.

aws emr-containers create-managed-endpoint --cli-input-json custom-image-managed-
endpoint.json

For more information, see Create an interactive endpoint for your virtual cluster.

3. Connect to the interactive endpoint via EMR Studio. For more information, see Connecting
from Studio.

Work with multi-architecture images

Amazon EMR on EKS supports multi-architecture container images for Amazon Elastic Container
Registry (Amazon ECR). For more information, see Introducing multi-architecture container images
for Amazon ECR.

Amazon EMR on EKS custom images support both Amazon Graviton-based EC2 instances and
non-Graviton-based EC2 instances. The Graviton-based images are stored in the same image
repositories in Amazon ECR as non-Graviton-based images.

For example, to inspect the Docker manifest list for 6.6.0 images, run the following command.

docker manifest inspect 895885662937 .dkr.ecr.us-west-2.amazonaws.com/spark/
emr-6.6.0:1latest
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Here is the output. The arm64 architecture is for Graviton instance. The amd64 is for non-Graviton
instance.

{
"schemaVersion": 2,
"mediaType": "application/vnd.docker.distribution.manifest.list.v2+json",
"manifests": [
{
"mediaType": "application/vnd.docker.distribution.manifest.v2+json",
"size": 1805,
"digest":
"xxx123:6b971cb47d11011ab3d45fff925e9442914b4977ae@f9fbcdcf5cfa99a7593f0",
"platform": {
"architecture": "arm64",
"os": "linux"
}
b
{
"mediaType": "application/vnd.docker.distribution.manifest.v2+json",
"size": 1805,
"digest":
"xxx123:612375582c9c57fa9838c1d3a626f1b4fc281e287d2963a72dfe@bd81117e52f",
"platform": {
"architecture": "amd64",
"os": "linux"
}
}
]
}

Take the following steps to create multi-architecture images:

1. Create aDockerfile with the following contents so that you can pull the arm64 image.

FROM --platform=armé64 895885662937.dkr.ecr.us-west-2.amazonaws.com/spark/
emr-6.6.0:1atest
USER root

RUN pip3 install boto3 // install customizations here
USER hadoop:hadoop

2. Follow the instructions at Introducing multi-architecture container images for Amazon ECR to

build a multi-architecture image.
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® Note

You must create arm64 images on arm64 instances. Similarly, you must build amd64
images on amd64 instances.

You can also build multi-architecture images without building on each specific instance
type with the Docker buildx command. For more information, see Leverage multi-CPU
architecture support.

3. After you build the multi-architecture image, you can submit a job with the same
spark.kubernetes.container.image parameter and point it to the image. In a
heterogeneous cluster with both Amazon Graviton-based and non-Graviton-based EC2
instances, the instance determines the correct architecture image based on the instance
architecture that pulls the image.

Details for selecting a base image URI

® Note

For Amazon EMR 6.9.0 releases and later, you can retrieve the base image from Amazon
ECR Public Gallery, so you don't need to construct the base image URI as the instructions
on this page direct. To find the container image tag for your base image, refer to the
release notes page for the corresponding release of Amazon EMR on EKS.

The base Docker images that you can select are stored in Amazon Elastic Container
Registry (Amazon ECR). The image URI follows this format: ECR-registry-
account.dkr.ecr.Region.amazonaws.com.cn/spark/container-image-tag

The following example demonstrates this format:

895885662937 .dkr.ecr.us-west-2.amazonaws.com.cn/spark/emr-7.12.0:1atest

The image URI for interactive endpoints follows this format: ECR-registry-
account.dkr.ecr.Region.amazonaws.com.cn/notebook-spark/container-image-tag,
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as the following example demonstrates. You need to use notebook-spark in the base image URI,
instead of spark.

895885662937 .dkr.ecr.us-west-2.amazonaws.com.cn/notebook-spark/emr-7.12.0:1atest

Similarly, for non-Spark python3 images for interactive endpoints, the image URI is ECR-
registry-account.dkr.ecr.Region.amazonaws.com.cn/notebook-python/container-
image-tag. The following example URI is formatted correctly:

895885662937 .dkr.ecr.us-west-2.amazonaws.com.cn/notebook-python/emr-7.12.0:1atest

To find the container image tag for your base image, refer to the release notes page for the
corresponding release of Amazon EMR on EKS.

Amazon ECR registry accounts by Region

To avoid high network latency, pull a base image from your closest Amazon Web Services Region.
Select the Amazon ECR registry account that corresponds with the Region that you pull the image
from based on the following table.

Regions Amazon ECR registry
accounts
ap-east-1 736135916053
ap-northeast-1 059004520145
ap-northeast-2 996579266876
ap-northeast-3 705689932349
ap-southeast-3 946962994502
ap-south-1 235914868574
ap-south-2 691480105545
ap-southeast-1 671219180197
ap-southeast-2 038297999601
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Regions

ca-central-1
eu-central-1
eu-central-2
eu-north-1
eu-west-1
eu-west-2
eu-west-3
eu-south-1
eu-south-2
il-central-1
me-south-1
me-central-1
sa-east-1
us-gov-west-1
us-gov-east-1
us-east-1
us-east-2
us-west-1
us-west-2

af-south-1

Amazon ECR registry

accounts

351826393999

107292555468

314408114945

830386416364

483788554619

118780647275

307523725174

238014973495

350796622945

395734710648

008085056818

818935616732

052806832358

299385240661

299393998622

755674844232

711395599931

608033475327

895885662937

358491847878
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Regions Amazon ECR registry
accounts

cn-north-1 068337069695

cn-northwest-1 068420816659

Considerations for customizing images

When you customize Docker images, you can choose the exact runtime for your job at a granular
level. Consider these best practices when you use this feature. These include considerations for
security, configuration, and mounting an image:

 Security is a shared responsibility between Amazon and you. You're responsible for security
patching the binaries that you add to the image. Follow the Amazon EMR on EKS security best

practices, especially Get the latest security updates for custom images and Apply principle of

least privilege.

« When you customize a base image, you must change the Docker user to hadoop :hadoop so that

the jobs do not run with the root user.

« Amazon EMR on EKS mounts files on top of the configurations for the image, such as the

spark-defaults.conf, at run time. To override these configuration files, we recommend that

you use the applicationOverrides parameter during the job submission and not directly
modify the files in the custom image.

« Amazon EMR on EKS mounts certain folders at run time. Any modifications that you make
to these folders aren't available in the container. If you want to add an application or its

dependencies for custom images, we recommend that you choose a directory that isn't part of

the following predefined paths:
/var/log/fluentd

/var/log/spark/user

/var/log/spark/apps
/mnt

/tmp

/home/hadoop
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» You can upload your customized image to any Docker-compatible repository, such as Amazon
ECR, Docker Hub, or a private enterprise repository. For more information on how to configure
the Amazon EKS cluster authentication with the selected Docker repository, see Pull an Image
from a Private Registry.
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Running Flink jobs with Amazon EMR on EKS

Amazon EMR releases 6.13.0 and higher support Amazon EMR on EKS with Apache Flink, or the
Flink Kubernetes operator, as a job submission model for Amazon EMR on EKS. With Amazon EMR
on EKS with Apache Flink, you can deploy and manage Flink applications with the Amazon EMR
release runtime on your own Amazon EKS clusters. Once you deploy the Flink Kubernetes operator
in your Amazon EKS cluster, you can directly submit Flink applications with the operator. The
operator manages the lifecycle of Flink applications.

Topics

» Setting up and using the Flink Kubernetes operator

» Using Flink Native Kubernetes

o Customizing Docker images for Flink and FluentD

« Monitoring Flink Kubernetes operator and Flink jobs

« How Flink supports high availability and job resiliency

» Using Autoscaler for Flink applications

» Maintenance and troubleshooting for Flink jobs on Amazon EMR on EKS

» Supported releases for Amazon EMR on EKS with Apache Flink

Setting up and using the Flink Kubernetes operator

The following pages describe how to set up and use the Flink Kubernetes operator to run Flink jobs
with Amazon EMR on EKS. The topics available include required prerequisites, how to set up your
environment, and running a Flink application on Amazon EMR on EKS.

Topics

« Setting up the Flink Kubernetes operator for Amazon EMR on EKS

Installing the Flink Kubernetes operator for Amazon EMR on EKS

Run a Flink application

Security role permissions for running a Flink application

Uninstalling the Flink Kubernetes operator for Amazon EMR on EKS
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Setting up the Flink Kubernetes operator for Amazon EMR on EKS

Complete the following tasks to get set up before you install the Flink Kubernetes operator on
Amazon EKS. If you've already signed up for Amazon Web Services (Amazon) and have used
Amazon EKS, you are almost ready to use Amazon EMR on EKS. Complete the following tasks
to get set up for the Flink operator on Amazon EKS. If you've already completed any of the
prerequisites, you can skip those and move on to the next one.

« Install or update to the latest version of the Amazon CLI - If you've already installed the
Amazon CLI, confirm that you have the latest version.

o Set up kubectl and eksctl — eksctl is a command line tool that you use to communicate with
Amazon EKS.

« Install Helm - The Helm package manager for Kubernetes helps you install and manage
applications on your Kubernetes cluster.

o Get started with Amazon EKS - eksctl - Follow the steps to create a new Kubernetes cluster
with nodes in Amazon EKS.

e Choose an Amazon EMR release label (release 6.13.0 or higher) - the Flink Kubernetes
operator is supported with Amazon EMR releases 6.13.0 and higher.

« Enable IAM Roles for Service Accounts (IRSA) on the Amazon EKS cluster.

» Create a job execution role.

« Update the trust policy of the job execution role .

» Create an operator execution role. This step is optional. You can use the same role for Flink
jobs and operator. If you want to have a different 1AM role for your operator, you can create a
separate role.

» Update the trust policy of the operator execution role. You must explicitly add one trust policy
entry for the roles you want to use for the Amazon EMR Flink Kubernetes operator service
account. You can follow this example format:

JSON

{
"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"sts:AssumeRoleWithWebIdentity"
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1,

"Resource": [
mgn

1,

"Condition": {
"StringlLike": {

"aws:userid": "system:sexrviceaccount:emr:emr-containers-sa-flink-
operator"
}
}I
"Sid": "AllowSTSAssumerolewithwebidentity"
}
]

}

Installing the Flink Kubernetes operator for Amazon EMR on EKS

This topic helps you start to use the Flink Kubernetes operator on Amazon EKS by preparing a Flink
deployment.

Install the Kubernetes operator

Use the following steps to install the Kubernetes operator for Apache Flink.

1. If you haven't already, complete the steps in the section called “Setting up”.

2. Install the cert-manager (once per Amazon EKS cluster) to enable adding the webhook
component.

kubectl apply -f https://github.com/cert-manager/cert-manager/releases/download/
v1.12.0/cert-manager.yaml

3. Install the Helm chart.

export VERSION=7.12.0 # The Amazon EMR release version
export NAMESPACE=The Kubernetes namespace to deploy the operator

helm install flink-kubernetes-operator \
oci://public.ecr.aws/emr-on-eks/flink-kubernetes-operator \
--version $VERSION \

--namespace $NAMESPACE
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Example output:

NAME: flink-kubernetes-operator

LAST DEPLOYED: Tue May 31 17:38:56 2022
NAMESPACE: $NAMESPACE

STATUS: deployed

REVISION: 1

TEST SUITE: None

4. Wait for the deployment to be complete and verify the chart installation.

kubectl wait deployment flink-kubernetes-operator --namespace $NAMESPACE --for
condition=Available=True --timeout=30s

5.  You should see the following message when deployment is complete.

deployment.apps/flink-kubernetes-operator condition met

6. Use the following command to see the deployed operator.

helm list --namespace $NAMESPACE

The following shows example output, where the app version x.y.z-amzn-n would
correspond with the Flink operator version for your Amazon EMR on EKS release. For more
information, see Supported releases for Amazon EMR on EKS with Apache Flink.

NAME NAMESPACE REVISION UPDATED
STATUS CHART APP VERSION

flink-kubernetes-operator $NAMESPACE 1 2023-02-22 16:43:45.24148
-0500 EST deployed flink-kubernetes-operator-emr-7.12.0 X.Yy.z-amzn-n
Upgrade the Kubernetes operator

To upgrade the version of the Flink operator, follow these steps:

1. Uninstall the old flink-kubernetes-operator: helm uninstall flink-kubernetes-
operator -n <NAMESPACE>.
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2. Delete CRD (since helm will not automatically delete the old CRD): kubectl delete crd
flinkdeployments.flink.apache.org flinksessionjobs.flink.apache.ozxgq.

3. Re-install flink-kubernetes-operator with the newer version.

Run a Flink application

With Amazon EMR 6.13.0 and higher, you can run a Flink application with the Flink Kubernetes
operator in Application mode on Amazon EMR on EKS. With Amazon EMR 6.15.0 and higher, you
can also run a Flink application in Session mode. This page describes both methods that you can
use to run a Flink application with Amazon EMR on EKS.

(@ Note

You must have an Amazon S3 bucket created to store the high-availability metadata when
you submit your Flink job. If you don’t want to use this feature, you can disable it. It's
enabled by default.

Prerequisite — Before you can run a Flink application with the Flink Kubernetes operator, complete

n

the steps in the section called “Setting up” and the section called “Install the Kubernetes operator”.

Application mode

With Amazon EMR 6.13.0 and higher, you can run a Flink application with the Flink Kubernetes
operator in Application mode on Amazon EMR on EKS.

1. Create a FlinkDeployment definition file basic-example-app-cluster.yaml
like in the following example. If you activated and use one of the opt-in Amazon

Web Services Regions, make sure you uncomment and configure the configuration

fs.s3a.endpoint.region.

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: basic-example-app-cluster
spec:
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
#fs.s3a.endpoint.region: OPT_IN_AWS_REGION_NAME
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state.checkpoints.dir: CHECKPOINT_S3_STORAGE_PATH
state.savepoints.dir: SAVEPOINT_S3_STORAGE_PATH
flinkVersion: v1_17
executionRoleArn: JOB_EXECUTION_ROLE_ARN
emrReleaselabel: "emr-6.13.0-flink-latest" # 6.13 or higher
jobManager:
storageDir: HIGH_AVAILABILITY_STORAGE_PATH
resource:
memory: "2048m"
cpu: 1
taskManager:
resource:
memory: "2048m"
cpu: 1
job:
# if you have your job jar in S3 bucket you can use that path as well
jarURI: local:///opt/flink/examples/streaming/StateMachineExample.jar
parallelism: 2
upgradeMode: savepoint
savepointTriggerNonce: 0
monitoringConfiguration:
cloudWatchMonitoringConfiguration:
logGroupName: LOG_GROUP_NAME

2. Submit the Flink deployment with the following command. This will also create a
FlinkDeployment object named basic-example-app-cluster.

kubectl create -f basic-example-app-cluster.yaml -n <NAMESPACE>

3. Access the Flink UI.

kubectl port-forward deployments/basic-example-app-cluster 8081 -n NAMESPACE

4. Open localhost:8081 to view your Flink jobs locally.

5. Clean up the job. Remember to clean up the S3 artifacts that were created for this job, such
as checkpointing, high-availability, savepointing metadata, and CloudWatch logs.

For more information on submitting applications to Flink through the Flink Kubernetes
operator, see Flink Kubernetes operator examples in the apache/flink-kubernetes-

operator folder on GitHub.
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Session mode

With Amazon EMR 6.15.0 and higher, you can run a Flink application with the Flink Kubernetes
operator in Session mode on Amazon EMR on EKS.

1. Create a FlinkDeployment definition file named basic-example-app-cluster.yaml
like in the following example. If you activated and use one of the opt-in Amazon

Web Services Regions, make sure you uncomment and configure the configuration

fs.s3a.endpoint.region.

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: basic-example-session-cluster
spec:
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
#fs.s3a.endpoint.region: OPT_IN_AWS_REGION_NAME
state.checkpoints.dir: CHECKPOINT_S3_STORAGE_PATH
state.savepoints.dir: SAVEPOINT_S3_STORAGE_PATH
flinkVersion: v1_17
executionRoleArn: JOB_EXECUTION_ROLE_ARN
emrReleaselabel: "emr-6.15.0-flink-latest"
jobManager:
storageDir: HIGH_AVAILABILITY_S3_STORAGE_PATH
resource:
memory: "2048m"
cpu: 1
taskManager:
resource:
memory: "2048m"
cpu: 1
monitoringConfiguration:
s3MonitoringConfiguration:
logUri:
cloudWatchMonitoringConfiguration:
logGroupName: LOG_GROUP_NAME

2. Submit the Flink deployment with the following command. This will also create a
FlinkDeployment object named basic-example-session-cluster.

kubectl create -f basic-example-app-cluster.yaml -n NAMESPACE
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3. Use the following command to confirm that the session cluster LIFECYCLE is STABLE:

kubectl get flinkdeployments.flink.apache.org basic-example-session-cluster -
n NAMESPACE

The output should be similar to the following example:

NAME JOB STATUS LIFECYCLE STATE
basic-example-session-cluster STABLE

4. Createa FlinkSessionJob custom definition resource file basic-session-job.yaml
with the following example content:

apiVersion: flink.apache.org/vlbetal
kind: FlinkSessionJob
metadata:
name: basic-session-job
spec:
deploymentName: basic-session-deployment
job:
# If you have your job jar in an S3 bucket you can use that path.
# To use jar in S3 bucket, set
# OPERATOR_EXECUTION_ROLE_ARN (--set emrContainers.operatorExecutionRoleArn=
$OPERATOR_EXECUTION_ROLE_ARN)
# when you install Spark operator
jarURI: https://repol.maven.org/maven2/org/apache/flink/flink-examples-
streaming_2.12/1.16.1/flink-examples-streaming_2.12-1.16.1-TopSpeedWindowing.jar
parallelism: 2
upgradeMode: stateless

5. Submit the Flink session job with the following command. This will create a
FlinkSessionJob object basic-session-job.

kubectl apply -f basic-session-job.yaml -n $NAMESPACE

6. Use the following command to confirm that the session cluster LIFECYCLE is STABLE, and
the JOB STATUS is RUNNING:

kubectl get flinkdeployments.flink.apache.org basic-example-session-cluster -
n NAMESPACE
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The output should be similar to the following example:

NAME JOB STATUS LIFECYCLE STATE
basic-example-session-cluster RUNNING STABLE

7. Access the Flink UI.

kubectl port-forward deployments/basic-example-session-cluster 8081 -n NAMESPACE

8. Open localhost:8081 to view your Flink jobs locally.

9. Clean up the job. Remember to clean up the S3 artifacts that were created for this job, such
as checkpointing, high-availability, savepointing metadata, and CloudWatch logs.

Security role permissions for running a Flink application

This topic describes security roles for deploying and running a Flink application. There are two roles
required to manage a deployment and to create and manage jobs, the operator role and job role.
This topic introduces them and lists their permissions.

Role based access control

To deploy the operator and run Flink jobs, we must create two Kubernetes roles: one operator and
one job role. Amazon EMR creates the two roles by default when you install the operator.

Operator role

We use the operator role to manage flinkdeployments to create and manage the JobManager
for each Flink job and other resources, like services.

The operator role's default name is emr-containers-sa-flink-operator and requires the
following permissions.

rules:

- apiGroups:
T
resources:

- pods

- services

- events

- configmaps
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- secrets
- serviceaccounts
verbs:

[N

- apiGroups:
- rbac.authorization.k8s.io
resources:
- roles
- rolebindings
verbs:

[N

- apiGroups:
- apps
resources:
- deployments
- deployments/finalizers
- replicasets
verbs:
vk
- apiGroups:
- extensions
resources:
- deployments
- ingresses
verbs:
vk
- apiGroups:
- flink.apache.ozrg
resources:
- flinkdeployments
- flinkdeployments/status
- flinksessionjobs
- flinksessionjobs/status
verbs:

[N

- apiGroups:
- networking.k8s.io
resources:
- ingresses
verbs:

[N

- apiGroups:
- coordination.k8s.io
resources:
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- leases
verbs:

[N

Job role

The JobManager uses the job role to create and manage TaskManagers and ConfigMaps for each
job.

rules:

- apiGroups:
resources:
- pods
- configmaps
verbs:

vk

- apiGroups:
- apps
resources:
- deployments
- deployments/finalizers
verbs:

[N

Uninstalling the Flink Kubernetes operator for Amazon EMR on EKS

Follow these steps to uninstall the Flink Kubernetes operator.

1. Delete the operator.

helm uninstall flink-kubernetes-operator -n <NAMESPACE>

2. Delete Kubernetes resources that Helm doesn’t uninstall.

kubectl delete serviceaccounts, roles, rolebindings -1 emr-
containers.amazonaws.com/component=flink.operator --namespace <namespace>
kubectl delete crd flinkdeployments.flink.apache.org
flinksessionjobs.flink.apache.oxg

3. (Optional) Delete the cert-manager.
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kubectl delete -f https://github.com/jetstack/cert-manager/releases/download/
v1.12.0/cert-manager.yaml

Using Flink Native Kubernetes

Amazon EMR releases 6.13.0 and higher support Flink Native Kubernetes as a command-Lline tool
that you can use to submit and execute Flink applications to an Amazon EMR on EKS cluster.

Topics

» Setting up Flink Native Kubernetes for Amazon EMR on EKS

» Getting started with Flink native Kubernetes for Amazon EMR on EKS

» Flink JobManager service account security requirements for Native Kubernetes

Setting up Flink Native Kubernetes for Amazon EMR on EKS

Complete the following tasks to get set up before you can run an application with the Flink CLI
on Amazon EMR on EKS. If you've already signed up for Amazon Web Services (Amazon) and have
used Amazon EKS, you are almost ready to use Amazon EMR on EKS. If you've already completed
any of the prerequisites, you can skip those and move on to the next one.

« Install or update to the latest version of the Amazon CLI - If you've already installed the

Amazon CLI, confirm that you have the latest version.

» Get started with Amazon EKS - eksctl — Follow the steps to create a new Kubernetes cluster

with nodes in Amazon EKS.

» Select an Amazon EMR base image URI (release 6.13.0 or higher) — the Flink Kubernetes
command is supported with Amazon EMR releases 6.13.0 and higher.

« Confirm that the JobManager service account has appropriate permissions to create and watch
TaskManager pods. For more information, see Flink JobManager service account security

requirements for Native Kubernetes.

» Set up your local Amazon credentials profile.

» Create or updating a kubeconfig file for an Amazon EKS cluster on which you want to run the

Flink applications.
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Getting started with Flink native Kubernetes for Amazon EMR on EKS

These steps show you how to configure, set up a service account for, and run a Flink application.
Flink Native Kubernetes is used to deploy Flink on a running Kubernetes cluster.

Configure and run a Flink application

Amazon EMR 6.13.0 and higher supports Flink Native Kubernetes for running Flink applications on
an Amazon EKS cluster. To run a Flink application, follow these steps:

1. Before you can run a Flink application with the Flink Native Kubernetes command, complete
the steps in the section called “Setting up”.

2. Download and install Flink.

3. Set the values for the following environment variables.

#Export the FLINK_HOME environment variable to your local installation of Flink
export FLINK_HOME=/usr/local/bin/flink #Will vary depending on your installation

export NAMESPACE=flink

export CLUSTER_ID=flink-application-cluster

export IMAGE=<123456789012.dkr.ecr.sample-Amazon Web Services
Region-.amazonaws.com/flink/emr-6.13.0-flink:latest>

export FLINK_SERVICE_ACCOUNT=emr-containers-sa-flink

export FLINK_CLUSTER_ROLE_BINDING=emr-containers-crb-flink

4. Create a service account to manage Kubernetes resources.

kubectl create serviceaccount $FLINK_SERVICE_ACCOUNT -n $NAMESPACE
kubectl create clusterrolebinding $FLINK_CLUSTER_ROLE_BINDING --clusterrole=edit --
serviceaccount=$NAMESPACE : $FLINK_SERVICE_ACCOUNT

5. Runthe run-application CLI command.

$FLINK_HOME/bin/flink run-application \
--target kubernetes-application \
-Dkubernetes.namespace=$NAMESPACE \
-Dkubernetes.cluster-id=$CLUSTER_ID \
-Dkubernetes.container.image.ref=$IMAGE \
-Dkubernetes.service-account=$FLINK_SERVICE_ACCOUNT \
local:///opt/flink/examples/streaming/Iteration.jar
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2022-12-29 21:13:06,947 INFO org.apache.flink.kubernetes.utils.KubernetesUtils
[1 - Kubernetes deployment requires a fixed port. Configuration
blob.server.port will be set to 6124
2022-12-29 21:13:06,948 INFO org.apache.flink.kubernetes.utils.KubernetesUtils
[1 - Kubernetes deployment requires a fixed port. Configuration
taskmanager.rpc.port will be set to 6122

2022-12-29 21:13:07,861 WARN
org.apache.flink.kubernetes.KubernetesClusterDescriptor [1 - Please note that
Flink client operations(e.g. cancel, list, stop, savepoint, etc.) won't work from
outside the Kubernetes cluster since 'kubernetes.rest-service.exposed.type' has
been set to ClusterIP.

2022-12-29 21:13:07,868 INFO
org.apache.flink.kubernetes.KubernetesClusterDescriptor [ - Create flink
application cluster flink-application-cluster successfully, JobManager Web
Interface: http://flink-application-cluster-rest.flink:8081

6. Examine the created Kubernetes resources.

kubectl get all -n <namespace>
NAME READY STATUS RESTARTS AGE
pod/flink-application-cluster-546687cb47-w2p2z 1/1 Running @ 3m37s
pod/flink-application-cluster-taskmanager-1-1 1/1 Running @ 3m24s

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE

service/flink-application-cluster ClusterIP None <none> 6123/TCP,6124/TCP 3m38s
service/flink-application-cluster-rest ClusterIP 10.100.132.158 <none> 8081/TCP
3m38s

NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/flink-application-cluster 1/1 1 1 3m38s

NAME DESIRED CURRENT READY AGE
replicaset.apps/flink-application-cluster-546687cbhb47 1 1 1 3m38s

7. Port forward to 8081.

kubectl port-forward service/flink-application-cluster-rest 8081 -n <namespace>
Forwarding from 127.0.0.1:8081 -> 8081

8. Locally access the Flink UL.
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= C  ® localhost:8081/#/overview &
Click to go back, hotd to see history

oo Mo RO A

E Apache Flink Dashboard

Version: 1.16.0 ~ Commit: af6eff§ @ 2022-10-20T04:21:45+02:00  Message: (@

& Overview i X
Available Task Slots Running Jobs
= Jobs
® Running Jobs
Total Task Slots 1 Task Managers 1 Finished 0  Canceled 0  Failed 0
@ Completed Jobs

[ Task Managers Running Job List

4P Job Manager
Job Name Start Time Duration End Time Tasks Status

State machine job 2022-12-29 21:14:39 5m27s - a

Completed Job List

Job Name Start Time Duration End Time Tasks Status

9. Delete the Flink application.

kubectl delete deployment.apps/flink-application-cluster -n <namespace>
deployment.apps "flink-application-cluster" deleted

For more information about submitting applications to Flink, see Native Kubernetes in the Apache
Flink documentation.

Flink JobManager service account security requirements for Native
Kubernetes

The Flink JobManager pod uses a Kubernetes service account to access the Kubernetes API server
to create and watch TaskManager pods. The JobManager service account must have appropriate
permissions to create/delete TaskManager pods and allow the TaskManager to watch leader
ConfigMaps to retrieve the address of JobManager and ResourceManager in your cluster.

The following rules apply to this service account.

rules:
- apiGroups:
"
resources:
- pods
verbs:

"
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- apiGroups:
- mnmn
resources:
- services
verbs:

_ nxn

- apiGroups:

resources:
- configmaps
verbs:

- "kn
- apiGroups:
- "apps"
resources:
- deployments
verbs:

_ nxn

Customizing Docker images for Flink and FluentD

Take the following steps to customize Docker images for Amazon EMR on EKS with Apache Flink
or FluentD images. These include technical guidance for getting a base image, customizing it,
publishing it, and submitting a workload.

Topics

Prerequisites
Step 1: Retrieve a base image from Amazon Elastic Container Registry

Step 2: Customize a base image

Step 3: Publish your custom image

Step 4: Submit a Flink workload in Amazon EMR using a custom image

Prerequisites

Before you customize your Docker image, make sure that you have completed the following
prerequisites:

« Completed the Setting up the Flink Kubernetes operator for Amazon EMR on EKS steps.
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« Installed Docker in your environment. For more information, see Get Docker.

Step 1: Retrieve a base image from Amazon Elastic Container Registry

The base image contains the Amazon EMR runtime and connectors that you need to access other
Amazon Web Services services. If you're using Amazon EMR on EKS with Flink version 6.14.0 or
higher, you can get the base images from the Amazon ECR Public Gallery. Browse the gallery to
find the image link and pull the image to your local workspace. For example, for the Amazon EMR
6.14.0 release, the following docker pull command returns the latest standard base image.
Replace emr-6.14.0:1latest with the release version you want.

docker pull public.ecr.aws/emr-on-eks/flink/emr-6.14.0-flink:latest

The following are links to the Flink gallery image and Fluentd gallery image:

o emr-on-eks/flink/emr-6.14.0-flink

o emr-on-eks/fluentd/emr-6.14.0(

Step 2: Customize a base image

The following steps describe how to customize the base image you pulled from Amazon ECR.

1. Create a new Dockerfile on your local Workspace.

2. Editthe Dockerfile and add the following content. This Dockerfile uses the
container image you pulled from public.ecr.aws/emr-on-eks/flink/emr-7.12.0-
flink:latest.

FROM public.ecr.aws/emr-on-eks/flink/emr-7.12.0-flink:latest
USER root

### Add customization commands here ####

USER hadoop:hadoop

Use the following configuration if you're using Fluentd.

FROM public.ecr.aws/emr-on-eks/fluentd/emr-7.12.0:1atest
USER root
### Add customization commands here ####
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USER hadoop:hadoop

3. Add commands in the Dockerfile to customize the base image. The following command
demonstrates how to install Python libraries.

FROM public.ecr.aws/emr-on-eks/flink/emr-7.12.0-flink:1latest
USER root

RUN pip3 install --upgrade boto3 pandas numpy // For python 3
USER hadoop:hadoop

4. Inthe same directory of where you created DockerFile, run the following command to build
the Docker image. The field you supply following the -t flag is your custom name for the
image.

docker build -t <YOUR_ACCOUNT_ID>.dkr.ecr.<YOUR_ECR_REGION>.amazonaws.com/
<ECR_REPO>:<ECR_TAG>

Step 3: Publish your custom image

You can now publish the new Docker image to your Amazon ECR registry.

1.  Run the following command to create an Amazon ECR repository to store your Docker image.
Provide a name for your repository, such as emr_custom_repo. For more information, see
Create a repository in the Amazon Elastic Container Registry User Guide.

aws ecr create-repository \
--repository-name emr_custom_repo \
--image-scanning-configuration scanOnPush=true \
--region <AWS_REGION>

2. Run the following command to authenticate to your default registry. For more information,
see Authenticate to your default registry in the Amazon Elastic Container Registry User Guide.

aws ecr get-login-password --region <AWS_REGION> | docker login --username Amazon
--password-stdin <AWS_ACCOUNT_ID>.dkr.ecr.<YOUR_ECR_REGION>.amazonaws.com

3. Push the image. For more information, see Push an image to Amazon ECR in the Amazon
Elastic Container Registry User Guide.
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docker push <YOUR_ACCOUNT_ID>.dkr.ecr.<YOUR_ECR_REGION>.amazonaws.com/
<ECR_REPO>:<ECR_TAG>

Step 4: Submit a Flink workload in Amazon EMR using a custom image

Make the following changes to your FlinkDeployment spec to use a custom image. To do so,
enter your own image in the spec. image line of your deployment spec.

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: basic-example
spec:
flinkVersion: v1_18
image: <YOUR_ACCOUNT_ID>.dkr.ecr.<YOUR_ECR_REGION>.amazonaws.com/
<ECR_REPO>:<ECR_TAG>
imagePullPolicy: Always
flinkConfiguration:
taskmanager.numberOfTaskSlots: "1"

To use a custom image for your Fluentd job, enter your own image in the
monitoringConfiguration.image line of your deployment spec.

monitoringConfiguration:
image: <YOUR_ACCOUNT_ID>.dkr.ecr.<YOUR_ECR_REGION>.amazonaws.com/
<ECR_REPO>:<ECR_TAG>
cloudWatchMonitoringConfiguration:
logGroupName: flink-log-group
logStreamNamePrefix: custom-fluentd

Monitoring Flink Kubernetes operator and Flink jobs

This section describes several ways that you can monitor your Flink jobs with Amazon EMR on EKS.
These include integrating Flink with the Amazon Managed Service for Prometheus, using the Flink

Web Dashboard, which provides job status and metrics, or using a monitoring configuration to send
log data to Amazon S3 and Amazon CloudWatch.

Topics
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» Use Amazon Managed Service for Prometheus to monitor Flink jobs

» Use the Flink Ul to monitor Flink jobs

« Use monitoring configuration to monitor Flink Kubernetes operator and Flink jobs

Use Amazon Managed Service for Prometheus to monitor Flink jobs

You can integrate Apache Flink with Amazon Managed Service for Prometheus (management
portal). Amazon Managed Service for Prometheus supports ingesting metrics from Amazon
Managed Service for Prometheus servers in clusters running on Amazon EKS. Amazon Managed
Service for Prometheus works together with a Prometheus server already running on your Amazon
EKS cluster. Running Amazon Managed Service for Prometheus integration with Amazon EMR Flink
operator will automatically deploy and configure a Prometheus server to integrate with Amazon
Managed Service for Prometheus.

1. Create an Amazon Managed Service for Prometheus Workspace. This workspace serves as an

ingestion endpoint. You will need the remote write URL later.

2. Set up IAM roles for service accounts.

For this method of onboarding, use IAM roles for the service accounts in the Amazon EKS
cluster where the Prometheus server is running. These roles are also called service roles.

If you don't already have the roles, set up service roles for the ingestion of metrics from
Amazon EKS clusters.

Before you continue, create an IAM role called amp-iamproxy-ingest-role.

3. Install the Amazon EMR Flink Operator with Amazon Managed Service for Prometheus.

Now that you have an Amazon Managed Service for Prometheus workspace, a dedicated IAM role
for Amazon Managed Service for Prometheus, and the necessary permissions, you can install the
Amazon EMR Flink operator.

Create an enable-amp.yaml file. This file lets you use a custom configuration to override Amazon
Managed Service for Prometheus settings. Make sure to use your own roles.

kube-prometheus-stack:
prometheus:
serviceAccount:
Create: true
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name: "amp-iamproxy-ingest-service-account"
annotations:
eks.amazonaws.com/role-arn: "arn:aws:iam: :<AWS_ACCOUNT_ID>:role/amp-
iamproxy-ingest-role"
remoteWrite:
- url: <AMAZON_MANAGED_PROMETHEUS_REMOTE_WRITE_URL>
sigv4:
region: <AWS_REGION>
queueConfig:
maxSamplesPerSend: 1000
maxShards: 200
capacity: 2500

Use the Helm Install --set command to pass overrides to the flink-kubernetes-

operator chart.

helm upgrade -n <namespace> flink-kubernetes-operator \
oci://public.ecr.aws/emr-on-eks/flink-kubernetes-operator \
--set prometheus.enabled=true
-f enable-amp.yaml

This command automatically installs a Prometheus reporter in the operator on port 9999. Any
future F1linkDeployment also exposes a metrics port on 9249.

« Flink operator metrics appear in Prometheus under the label flink_k8soperator_.
« Flink Task Manager metrics appear in Prometheus under the label f1link_taskmanager._.

« Flink Job Manager metrics appear in Prometheus under the label flink_jobmanager_.

Use the Flink Ul to monitor Flink jobs

To monitor the health and performance of a running Flink application, use the Flink Web
Dashboard. This dashboard provides information about the status of the job, the number
of TaskManagers, and the metrics and logs for the job. It also lets you view and modify the
configuration of the Flink job, and to interact with the Flink cluster to submit or cancel jobs.

To access the Flink Web Dashboard for a running Flink application on Kubernetes:

1. Use the kubectl port-forward command to forward a local port to the port on which the
Flink Web Dashboard is running in the Flink application's TaskManager pods. By default, this
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port is 8081. Replace deployment-name with the name of the Flink application deployment
from above.

kubectl get deployments -n namespace

Example output:

kubectl get deployments -n flink-namespace

NAME READY UP-TO-DATE AVAILABLE AGE
basic-example 1/1 1 1 11m
flink-kubernetes-operator 1/1 1 1 21h

kubectl port-forward deployments/deployment-name 8081 -n namespace

2. If you want to use a different port locally, use the 1ocal-port:8081 parameter.

kubectl port-forward -n flink deployments/basic-example 8080:8081

3. In aweb browser, navigate to http://localhost:8081 (or http://localhost:local-
port if you used a custom local port) to access the Flink Web Dashboard. This dashboard
shows information about the running Flink application, such as the status of the job, the
number of TaskManagers, and the metrics and logs for the job.

° < c s G © Gt ® © & P -

P

@& Apache Fiink Dashboard

Version: 1.15.3  Commit: c41c8e5 ® 2022-11-10T10:39:02+01:00  Message:

Overview
& Available Task Slots Running Jobs

= Jobs

Total Task Slots 0 Task Managers 0 Finished 1 Canceled 0 Failed 0

Running Job List
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Use monitoring configuration to monitor Flink Kubernetes operator
and Flink jobs

Monitoring configuration lets you easily set up log archiving of your Flink application and operator
logs to S3 and/or CloudWatch (you can choose either one or both). Doing so adds a FluentD sidecar
to your JobManager and TaskManager pods and subsequently forwards these components' logs to
your configured sinks.

® Note

You must set up IAM Roles for the service account for your Flink operator and your Flink
job (Service Accounts) to be able to use this feature, as it requires interacting with other
Amazon Web Services services. You must set this up using IRSA in Setting up the Flink

Kubernetes operator for Amazon EMR on EKS.

Flink application logs

You can define this configuration in the following way.

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: basic-example
spec:
image: FLINK IMAGE TAG
imagePullPolicy: Always
flinkVersion: v1_17
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
executionRoleArn: JOB EXECUTION ROLE
jobManager:
resource:
memory: "2048m"
cpu: 1
taskManager:
resource:
memory: "2048m"
cpu: 1
job:
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jarURI: local:///opt/flink/examples/streaming/StateMachineExample.jar
monitoringConfiguration:
s3MonitoringConfiguration:
logUri: S3 BUCKET
cloudWatchMonitoringConfiguration:
logGroupName: LOG GROUP NAME
logStreamNamePrefix: LOG GROUP STREAM PREFIX
sideCarResources:
limits:
cpuLimit: 500m
memoryLimit: 250Mi
containerLogRotationConfiguration:
rotationSize: 2GB
maxFilesToKeep: 10

The following are configuration options.

e s3MonitoringConfiguration - configuration key to set up forwarding to S3
« logUri (required) — the S3 bucket path of where you want to store your logs.
« The path on S3 once the logs are uploaded will look like the following.

« No log rotation enabled:

s3://${1ogUri}/${POD NAME}/STDOUT or STDERR.gz

» Log rotation is enabled. You can use both a rotated file and a current file (one without the
date stamp).

s3://${1logUri}/${POD NAME}/STDOUT or STDERR.gz

The following format is an incrementing number.

s3://%${logUri}/${POD NAME}/stdout_YYYYMMDD_index.gz

« The following IAM permissions are required to use this forwarder.

"Effect": "Allow",
"Action": [

"s3:PutObject"
iF

"Resource": [
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"S3_BUCKET_URI/*",
"S3_BUCKET_URI"

« cloudWatchMonitoringConfiguration - configuration key to set up forwarding to
CloudWatch.

« logGroupName (required) - nameof the CloudWatch log group that you want to send logs to
(automatically creates the group if it doesn't exist).

e logStreamNamePrefix (optional) - name of the log stream that you want to send logs into.
Default value is an empty string. The format is as follows:

${logStreamNamePrefix}/${POD NAME}/STDOUT or STDERR

» The following IAM permissions are required to use this forwarder.

"Effect": "Allow",

"Action": [
"logs:CreatelLogStream",
"logs:CreatelLogGroup",
"logs:PutLogEvents"

1,

"Resource": [
"arn:aws:1logs:REGION:ACCOUNT-ID:1log-group: {YOUR_LOG_GROUP_NAME}:*",
"arn:aws:1logs:REGION:ACCOUNT-ID:1log-group:{YOUR_LOG_GROUP_NAME}"

» sideCarResources (optional) — the configuration key to set resource limits on the launched
Fluentbit sidecar container.

« memoryLimit (optional) — the default value is 512Mi. Adjust according to your needs.
o cpuLimit (optional) - this option doesn't have a default. Adjust according to your needs.

« containerLogRotationConfiguration (optional) — controls the container log rotation
behavior. It is enabled by default.

« rotationSize (required) - specifies the file size for the log rotation. The range of possible
values is from 2KB to 2GB. The numeric unit portion of the rotationSize parameter is passed as
an integer. Since decimal values aren't supported, you can specify a rotation size of 1.5GB, for
example, with the value 1500MB. The default is 2GB.
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» maxFilesToKeep (required) — specifies the maximum number of files to retain in container
after rotation has taken place. The minimum value is 1, and the maximum value is 50. The
default is 10.

Flink operator logs

We can also enable log archiving for the operator by using the following options in the
values.yaml file in your helm chart installation. You can enable S3, CloudWatch, or both.

monitoringConfiguration:
s3MonitoringConfiguration:
logUri: "S3-BUCKET"
totalFileSize: "1G"
uploadTimeout: "1m"
cloudWatchMonitoringConfiguration:
logGroupName: "flink-log-group"
logStreamNamePrefix: "example-job-prefix-test-2"

sideCarResources:
limits:
cpuLimit: 1

memoryLimit: 800Mi
memoryBufferLimit: 700M

The following are the available configuration options under monitoringConfiguration.

« s3MonitoringConfiguration - set this option to archive to S3.
« logUri (required) — The S3 bucket path where you want to store your logs.

» The following are formats of what the S3 bucket paths might look like once the logs are
uploaded.

« No log rotation enabled.

s3://${1logUri}/${POD NAME}/OPERATOR or WEBHOOK/STDOUT or STDERR.gz

» Log rotation is enabled. You can use both a rotated file and a current file (one without the date
stamp).

s3://%${1logUri}/${POD NAME}/OPERATOR or WEBHOOK/STDOUT or STDERR.gz

The following format index is an incrementing number.
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s3://${1logUri}/${POD NAME}/OPERATOR or WEBHOOK/stdout_YYYYMMDD_index.gz

e cloudWatchMonitoringConfiguration - the configuration key to set up forwarding to
CloudWatch.

« logGroupName (required) - name of the CloudWatch log group that you want to send logs to.
The group automatically gets created if it doesn't exist.

e logStreamNamePrefix (optional) — name of the log stream that you want to send logs into.
The default value is an empty string. The format in CloudWatch is as follows:

${logStreamNamePrefix}/${POD NAME}/STDOUT or STDERR

« sideCarResources (optional) - the configuration key to set resource limits on the launched
Fluentbit sidecar container.

« memoryLimit (optional) — the memory limit. Adjust according to your needs. The default is
512Mi.

e cpuLimit - the CPU limit. Adjust according to your needs. No default value.

e containerLogRotationConfiguration (optional): — controls the container log rotation
behavior. It is enabled by default.

« rotationSize (required) - specifies file size for the log rotation. The range of possible values
is from 2KB to 2GB. The numeric unit portion of the rotationSize parameter is passed as an
integer. Since decimal values aren't supported, you can specify a rotation size of 1.5GB, for
example, with the value 1500MB. The default is 2GB.

« maxFilesToKeep (required) — specifies the maximum number of files to retain in container
after rotation has taken place. The minimum value is 1, and the maximum value is 50. The
default is 10.

How Flink supports high availability and job resiliency

The following sections outline how Flink makes jobs more reliable and highly available. It does this
through built-in capabilities like Flink high availability and various recovery capabilities if failures
occur.

Topics
» Using high availability (HA) for Flink Operators and Flink Applications
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« Optimizing Flink job restart times for task recovery and scaling operations with Amazon EMR on
EKS

o Graceful decommission of Spot Instances with Flink on Amazon EMR on EKS

Using high availability (HA) for Flink Operators and Flink Applications

This topic shows how to configure high availability and describes how it works for a few different
use cases. These include when you're using the Job manager and when you're using Flink native
kubernetes.

Flink operator high-availability

We enable high availability for the Flink Operator so that we can fail-over to a standby Flink
Operator to minimize downtime in the operator control loop if failures occur. High availability is
enabled by default and the default number of starting operator replicas is 2. You can configure the
replicas field in your values.yaml file for the helm chart.

The following fields are customizable:

« replicas (optional, default is 2): Setting this number to greater than 1 creates other standby
Operators and allows for faster recovery of your job.

 highAvailabilityEnabled (optional, default is true): Controls whether you want to enable
HA. Specifying this parameter as true enables multi AZ deployment support, as well as sets the
correct flink-conf.yaml parameters.

You can disable HA for your operator by setting the following configuration in your values.yaml
file.

imagePullSecrets: []
replicas: 1

# set this to false if you don't want HA
highAvailabilityEnabled: false

Multi AZ deployment
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We create the operator pods in multiple Availability Zones. This is a soft constraint, and your
operator pods will be scheduled in the same AZ if you don't have enough resources in a different
AZ.

Determining the leader replica

If HA is enabled, the replicas use a lease to determine which of the JMs is the leader and uses a K8s
Lease for leader election. You can describe the Lease and look at the .Spec.Holder Identity field to
determine the current leader

kubectl describe lease <Helm Install Release Name>-<NAMESPACE>-lease -n <NAMESPACE> |
grep "Holder Identity"

Flink-S3 Interaction
Configuring access credentials

Please make sure that you have configured IRSA with appropriate IAM permissions to access the S3
bucket.

Fetching job jars from S3 Application mode

The Flink operator also supports fetching applications jars from S3. You just provide the S3
location for the jarURI in your FlinkDeployment specification.

You can also use this feature to download other artifacts like PyFlink scripts. The resulting Python
script is dropped under the path /opt/flink/usrlib/.

The following example demonstrates how to use this feature for a PyFlink job. Note the jarURI and
args fields.

apiVersion: flink.apache.org/vlbetal

kind: FlinkDeployment

metadata:
name: python-example

spec:
image: <YOUR CUSTOM PYFLINK IMAGE>
emrReleaselabel: "emr-6.12.0-flink-latest"
flinkVersion: v1_16
flinkConfiguration:

taskmanager.numberOfTaskSlots: "1"
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serviceAccount: flink
jobManager:
highAvailabilityEnabled: false
replicas: 1
resource:
memory: "2048m"
cpu: 1
taskManager:
resource:
memory: "2048m"
cpu: 1
job:
jarURI: "s3://<S3-BUCKET>/scripts/pyflink.py" # Note, this will trigger the
artifact download process
entryClass: "org.apache.flink.client.python.PythonDriver"
args: ["-pyclientexec", "/usr/local/bin/python3", "-py", "/opt/flink/usrlib/
pyflink.py"]
parallelism: 1
upgradeMode: stateless

Flink S3 Connectors

Flink comes packaged with two S3 connectors (listed below). The following sections discuss when
to use which connector.

Checkpointing: Presto S3 connector

o Set S3 scheme to s3p://

» The recommended connector to use to checkpoint to s3. For more information, see S3-specific in
the Apache Flink documentation.

Example FlinkDeployment specification:

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: basic-example
spec:
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
state.checkpoints.dir: s3p://<BUCKET-NAME>/flink-checkpoint/
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Reading and writing to S3: Hadoop S3 connector

e Set S3 schemetos3://or(s3a://)

» The recommended connector for reading and writing files from S3 (only S3 connector that
implements the Flinks Filesystem interface).

» By default, we set fs.s3a.aws.credentials.provider in the flink-conf.yaml file, which
is com.amazonaws.auth.WebIdentityTokenCredentialsProvider. If you override the d
efault flink-conf completely and you are interacting with S3, make sure to use this provider.

Example FlinkDeployment spec

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment

metadata:
name: basic-example
spec:
job:
jarURI: local:///opt/flink/examples/streaming/WordCount.jar
args: [ "--input", "s3a://<INPUT BUCKET>/PATH", "--output", "s3a://<OUTPUT BUCKET>/
PATH" ]

parallelism: 2
upgradeMode: stateless

Flink Job Manager

High Availability (HA) for Flink Deployments allow jobs to continue making progress even if a
transient error is encountered and your JobManager crashes. The jobs will restart but from the
last successful checkpoint with HA enabled. Without HA enabled, Kubernetes will restart your
JobManager, but your job will start as a fresh job and will lose its progress. After configuring HA,
we can tell Kubernetes to store the HA metadata in a persistent storage to reference in case of a
transient failure in the JobManager and then resume our jobs from the last successful checkpoint.

HA is enabled by default for your Flink jobs (the replica count is set to 2, which will require you to
provide an S3 storage location for HA metadata to persist).

HA configs

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
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name: basic-example
spec:
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
executionRoleArn: "<JOB EXECUTION ROLE ARN>"
emrReleaselabel: "emr-6.13.0-flink-latest"
jobManager:
resource:
memory: "2048m"
cpu: 1
replicas: 2
highAvailabilityEnabled: true
storageDir: "s3://<S3 PERSISTENT STORAGE DIR>"
taskManager:
resource:
memory: "2048m"
cpu: 1

The following are descriptions for the above HA configs in Job Manager (defined
under .spec.jobManager):

« highAvailabilityEnabled (optional, default is true): Set this to false if you don't want
HA enabled and don't want to use the provided HA configurations. You can still manipulate the
"replicas" field to manually configure HA.

« replicas (optional, default is 2): Setting this number to greater than 1 creates other standby
JobManagers and allows for faster recovery of your job. If you disable HA, you must set replica
count to 1, or you will keep getting validation errors (only 1 replica is supported if HA is not
enabled).

« storageDir (required): Because we use replica count as 2 by default, we have to provide a
persistent storageDir. Currently this field only accepts S3 paths as the storage location.

Pod locality

If you enable HA, we also try to collocate pods in the same AZ, which leads to improved
performance (reduced network latency by having pods in same AZs). This is a best-effort process,
meaning if you don't have enough resources in the AZ where the majority of your Pods are
scheduled, the remaining Pods will still be scheduled but might end up on a node outside of this
AZ.

Determining the leader replica
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If HA is enabled, the replicas use a lease to determine which of the JMs is the leader

and uses a K8s Configmap as the datastore to store this metadata. If you want to

determine the leader, you can look at the content of the Configmap and look at the key
org.apache.flink.k8s.leader.restserver under data to find the K8s pod with the IP
address. You can also use the following bash commands.

ip=$(kubectl get configmap -n <NAMESPACE> <JOB-NAME>-cluster-config-map -o json | jq -

r ".data[\"org.apache.flink.k8s.leader.restserver\"]" | awk -F: '{print $2}' | awk -F
/' '{print $3}')

kubectl get pods -n NAMESPACE -o json | jq -r ".items[] | select(.status.podIP ==
\"$ip\") | .metadata.name"

Flink job - native Kubernetes

Amazon EMR 6.13.0 and higher supports Flink native Kubernetes for running Flink applications in
high-availability mode on an Amazon EKS cluster.

® Note

You must have an Amazon S3 bucket created to store the high-availability metadata when
you submit your Flink job. If you don’t want to use this feature, you can disable it. It's
enabled by default.

To turn on the Flink high-availability feature, provide the following Flink parameters when you run
the run-application CLI command. The parameters are defined below the example.

-Dhigh-availability.type=kubernetes \
-Dhigh-availability.storageDir=S3://DOC-EXAMPLE-STORAGE-BUCKET \

Dfs.s3a.aws.credentials.provider="com.amazonaws.auth.WebIdentityTokenCredentialsProvider"

\
-Dkubernetes. jobmanager.replicas=3 \
-Dkubernetes.cluster-id=example-cluster

« Dhigh-availability.storageDir - The Amazon S3 bucket where you want to store the
high-availability metadata for your job.

Dkubernetes.jobmanager.replicas - The number of Job Manager pods to create as an
integer greater than 1.
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Dkubernetes.clustexr-id - A unique ID that identifies the Flink cluster.

Optimizing Flink job restart times for task recovery and scaling
operations with Amazon EMR on EKS

When a task fails or when a scaling operation occurs, Flink attempts to re-execute the task from
the last completed checkpoint. The restart process could take a minute or longer to execute,
depending on the size of the checkpoint state and the number of parallel tasks. During the restart
period, backlog tasks can accumulate for the job. There are some ways though, that Flink optimizes
the speed of recovery and restart of execution graphs to improve job stability.

This page describes some of the ways that Amazon EMR Flink can improve the job restart time
during task recovery or scaling operations on spot instances. Spot instances are unused compute
capacity that's available at a discount. It has unique behaviors, including occasional interruptions,
so it's important to understand how Amazon EMR on EKS handles these, including how Amazon
EMR on EKS carries out decommissioning and job restarts.

Topics

Task-local recovery

Task-local recovery by Amazon EBS volume mount

Generic log-based incremental checkpoint

Fine-grained recovery

Combined restart mechanism in adaptive scheduler

Task-local recovery

(® Note
Task-local recovery is supported with Flink on Amazon EMR on EKS 6.14.0 and higher.

With Flink checkpoints, each task produces a snapshot of its state that Flink writes to distributed
storage like Amazon S3. In cases of recovery, the tasks restore their state from the distributed
storage. Distributed storage provides fault tolerance and can redistribute the state during rescaling
because it's accessible to all nodes.
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However, a remote distributed store also has a disadvantage: all tasks must read their state from a
remote location over the network. This can result in long recovery times for large states during task
recovery or scaling operations.

This problem of long recovery time is solved by task-local recovery. Tasks write their state on
checkpoint into a secondary storage that is local to the task, such as on a local disk. They also
store their state in the primary storage, or Amazon S3 in our case. During recovery, the scheduler
schedules the tasks on the same Task Manager where the tasks ran earlier so that they can recover
from the local state store instead of reading from the remote state store. For more information,
see Task-Local Recovery in the Apache Flink Documentation.

Our benchmark tests with sample jobs have shown that the recovery time has been reduced from
minutes to a few seconds with task-local recovery enabled.

To enable task-local recovery, set the following configurations in your flink-conf.yaml file.
Specify the checkpointing interval value in milliseconds.

state.backend.local-recovery: true

state.backend: hasmap or rocksdb

state.checkpoints.dir: s3://STORAGE-BUCKET-PATH/checkpoint
execution.checkpointing.interval: 15000

Task-local recovery by Amazon EBS volume mount

(® Note

Task-local recovery by Amazon EBS is supported with Flink on Amazon EMR on EKS 6.15.0
and higher.

With Flink on Amazon EMR on EKS, you can automatically provision Amazon EBS volumes to the
TaskManager pods for task local recovery. The default overlay mount comes with 10 GB volume,
which is sufficient for jobs with a lower state. Jobs with large states can enable the automatic EBS
volume mount option. The TaskManager pods are automatically created and mounted during pod
creation and removed during pod deletion.

Use the following steps to enable automatic EBS volume mount for Flink in Amazon EMR on EKS:

1. Export the values for the following variables that you'll use in upcoming steps.
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export AWS_REGION=aa-example-1
export FLINK_EKS_CLUSTER_NAME=my-cluster
export AWS_ACCOUNT_ID=111122223333

2. Create or update a kubeconfig YAML file for your cluster.

aws eks update-kubeconfig --name $FLINK_EKS_CLUSTER_NAME --region $AWS_REGION

3. Create an IAM service account for the Amazon EBS Container Storage Interface (CSl) driver on
your Amazon EKS cluster.

eksctl create iamserviceaccount \

--name ebs-csi-controller-sa \

--namespace kube-system \

--region $AWS_REGION \

--cluster $FLINK_EKS_CLUSTER_NAME\

--role-name TLR_${AWS_REGION}_${FLINK_EKS_CLUSTER_NAME} \

--role-only \

--attach-policy-arn arn:aws:iam::aws:policy/service-role/
AmazonEBSCSIDriverPolicy \

--approve

4. Create the Amazon EBS CSI driver with the following command:

eksctl create addon \

--name aws-ebs-csi-driver \

--region $AWS_REGION \

--cluster $FLINK_EKS_CLUSTER_NAME \

--service-account-role-arn arn:aws:iam: :${AWS_ACCOUNT_ID}:role/TLR_
${AWS_REGION}_${FLINK_EKS_CLUSTER_NAME}

5. Create the Amazon EBS storage class with the following command:

cat # EOF # storage-class.yaml
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: ebs-sc
provisioner: ebs.csi.aws.com
volumeBindingMode: WaitForFirstConsumer
EOF
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And then apply the class:

kubectl apply -f storage-class.yaml

6. Helm install the Amazon EMR Flink Kubernetes operator with options to create a service
account. This creates the emr-containers-sa-flink to use in the Flink deployment.

helm install flink-kubernetes-operator flink-kubernetes-operator/ \
--set jobServiceAccount.create=true \
--set rbac.jobRole.create=true \
--set rbac.jobRoleBinding.create=true

7. To submit the Flink job and enable the automatic provision of EBS volumes for task-local
recovery, set the following configurations in your f1link-conf.yaml file. Adjust the size limit
for the state size of the job. Set serviceAccount to emr-containers-sa-flink. Specify
the checkpointing interval value in milliseconds. And omit the executionRoleAxn.

flinkConfiguration:

task.local-recovery.ebs.enable: true
kubernetes.taskmanager.local-recovery.persistentVolumeClaim.sizelLimit: 10Gi
state.checkpoints.dir: s3://BUCKET-PATH/checkpoint
state.backend.local-recovery: true
state.backend: hasmap or rocksdb
state.backend.incremental: "true"
execution.checkpointing.interval: 15000

serviceAccount: emr-containers-sa-flink

When you're ready to delete the Amazon EBS CSI driver plugin, use the following commands:

# Detach Attached Policy

aws iam detach-role-policy --role-name TLR_${$AWS_REGION}_${FLINK_EKS_CLUSTER_NAME}

--policy-arn arn:aws:iam::aws:policy/service-role/AmazonEBSCSIDriverPolicy

# Delete the created Role

aws iam delete-role --role-name TLR_${$AWS_REGION}_${FLINK_EKS_CLUSTER_NAME}

# Delete the created service account

eksctl delete iamserviceaccount --name ebs-csi-controller-sa --namespace kube-system

--cluster $FLINK_EKS_CLUSTER_NAME --region $AWS_REGION

# Delete Addon

eksctl delete addon --name aws-ebs-csi-driver --cluster $FLINK_EKS_CLUSTER_NAME --
region $AWS_REGION
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# Delete the EBS storage class
kubectl delete -f storage-class.yaml

Generic log-based incremental checkpoint

(@ Note

Generic log-based incremental checkpointing is supported with Flink on Amazon EMR on
EKS 6.14.0 and higher.

Generic log-based incremental checkpointing was added in Flink 1.16 to improve the speed of
checkpoints. A faster checkpoint interval often results in a reduction of recovery work because
fewer events need to be reprocessed after recovery. For more information, see Improving speed
and stability of checkpointing with generic log-based incremental checkpoints on the Apache Flink
Blog.

With sample jobs, our benchmark tests have shown that the checkpoint time reduced from minutes
to a few seconds with the generic log-based incremental checkpoint.

To enable generic log-based incremental checkpoints, set the following configurations in your
flink-conf.yaml file. Specify the checkpointing interval value in milliseconds.

state.backend.changelog.enabled: true
state.backend.changelog.storage: filesystem
dstl.dfs.base-path: s3://bucket-path/changelog
state.backend.local-recovery: true

state.backend: rocksdb

state.checkpoints.dir: s3://bucket-path/checkpoint
execution.checkpointing.interval: 15000

Fine-grained recovery

(® Note

Fine-grained recovery support for the default scheduler is supported with Flink on Amazon
EMR on EKS 6.14.0 and higher. Fine-grained recovery support in the adaptive scheduler is
available with Flink on Amazon EMR on EKS 6.15.0 and higher.
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When a task fails during execution, Flink resets the entire execution graph and triggers complete
re-execution from the last completed checkpoint. This is more expensive than just re-executing the
failed tasks. Fine-grained recovery restarts only the pipeline-connected component of the failed
task. In the following example, the job graph has 5 vertices (A to E). All connections between the
vertices are pipelined with pointwise distribution, and the parallelism.default for the job is
set to 2.

A#B# C#D#E

For this example, there are a total of 10 tasks running. The first pipeline (al to el) runs on a
TaskManager (TM1), and the second pipeline (a2 to e2) runs on another TaskManager (TM2).

al # bl # cl # dl # el
a2 # b2 # c2 # d2 # e2

There are two pipelined connected components: al # el,and a2 # e2. If either TM1 or TM2 fails,
the failure impacts only the 5 tasks in the pipeline where the TaskManager was running. The restart
strategy only starts the affected pipelined component.

Fine-grained recovery works only with perfectly parallel Flink jobs. It's not supported with
keyBy() or redistribute() operations. For more information, see FLIP-1: Fine Grained
Recovery from Task Failures in the Flink Improvement Proposal Jira project.

To enable fine-grained recovery, set the following configurations in your flink-conf.yaml file.

jobmanager.execution.failover-strategy: region
restart-strategy: exponential-delay or fixed-delay

Combined restart mechanism in adaptive scheduler

(® Note

The combined restart mechanism in adaptive scheduler is supported with Flink on Amazon
EMR on EKS 6.15.0 and higher.

Adaptive scheduler can adjust the parallelism of the job based on available slots. It automatically
reduces the parallelism if not enough slots are available to fit the configured job parallelism. If new
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slots become available, the job is scaled up again to the configured job parallelism. An adaptive
scheduler avoids downtime on the job when there are not enough resources available. This is the
supported scheduler for Flink Autoscaler. We recommend adaptive scheduler with Amazon EMR
Flink for these reasons. However, adaptive schedulers might do multiple restarts within a short
period of time, one restart for every new resource added. This could lead to a performance drop in
the job.

With Amazon EMR 6.15.0 and higher, Flink has a combined restart mechanism in adaptive
scheduler that opens a restart window when the first resource is added, and then waits until the
configured window interval of the default 1 minute. It performs a single restart when there are
sufficient resources available to run the job with configured parallelism or when the interval times
out.

With sample jobs, our benchmark tests have shown that this feature processes 10% of records
more than the default behavior when you use adaptive scheduler and Flink autoscaler.

To enable the combined restart mechanism, set the following configurations in your f1ink-
conf.yaml file.

jobmanager.adaptive-scheduler.combined-restart.enabled: true
jobmanager.adaptive-scheduler.combined-restart.window-interval: 1m

Graceful decommission of Spot Instances with Flink on Amazon EMR on
EKS

Flink with Amazon EMR on EKS can improve the job restart time during task recovery or scaling
operations.

Overview

Amazon EMR on EKS releases 6.15.0 and higher support graceful decommission of Task Managers
on Spot Instances in Amazon EMR on EKS with Apache Flink. As part of this feature, Amazon EMR
on EKS with Flink provides the following capabilities:

» Just-in-time checkpointing - Flink streaming jobs can respond to Spot Instance interruption,
perform just-in-time (JIT) checkpoint of the running jobs, and prevent scheduling of additional
tasks on these Spot Instances. JIT checkpoint is supported with default and adaptive scheduler.

« Combined restart mechanism — A combined restart mechanism makes a best-effort attempt to
restart the job after it reaches target resource parallelism or the end of the current configured
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window. This also prevents consecutive job restarts that might be caused by multiple Spot
Instance terminations. Combined restart mechanism is available with adaptive scheduler only.

These capabilities provide the following benefits:

» You can leverage Spot Instances to run Task Managers and reduce cluster expenditure.

« Improved liveness for Spot Instance Task Manager results in higher resilience and more efficient
job scheduling.

» Your Flink jobs will have more uptime because there will be less restarts from Spot Instance
termination.

How graceful decommissioning works

Consider the following example: you provision an Amazon EMR on EKS cluster running Apache
Flink, and you specify On-Demand nodes for Job Manager, and Spot Instance nodes for Task
Manager. Two minutes before termination, Task Manager receives an interruption notice.

In this scenario, the Job Manager would handle the Spot Instance interruption signal, block
scheduling of additional tasks on the Spot Instance, and initiate JIT checkpointing for the
streaming job.

Then, the Job Manager would restart the job graph only after there is sufficient availability of
new resources to satisfy current job parallelism in the current restart interval window. The restart
window interval is decided on the basis of Spot Instance replacement duration, creation of new
Task Manager pods, and registration with Job Manager.

Prerequisites

To use graceful decommisioning, create and run a streaming job on an Amazon EMR on EKS cluster
running Apache Flink. Enable Adaptive Scheduler and Task Managers scheduled on at least one
Spot Instance, as shown in the following example. You should use On-Demand nodes for Job
Manager, and you can use On-Demand nodes for Task Managers as long as there's at least one Spot
Instance, too.

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:

name: deployment_name
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spec:

flinkVersion: v1_17

flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
cluster.taskmanager.graceful-decommission.enabled: "true"
execution.checkpointing.interval: "240s"
jobmanager.adaptive-scheduler.combined-restart.enabled: "true"

jobmanager.adaptive-scheduler.combined-restart.window-interval :

serviceAccount: flink

jobManager:
resource:
memory: "2048m"
cpu: 1
nodeSelector:
'eks.amazonaws.com/capacityType': 'ON_DEMAND'
taskManager:
resource:
memory: "2048m"
cpu: 1
nodeSelector:
'eks.amazonaws.com/capacityType': 'SPOT'
job:

jarURI: flink_job_jar_path

Configuration

n 1m||

This section covers most of the configurations that you can specify for your decommissioning

needs.

Key

cluster.t
askmanage
r.gracefu
1-decommi
ssion.ena
bled

jobmanage
Tr.adaptiv

Description

Enable graceful decommission of
Task Manager.

Enable combined restart mechanism
in Adaptive Scheduler.

Default value

true

false

Acceptable
values

true, false

true, false
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Key

e-schedul
er.combin
ed-restar
t.enabled

jobmanage
r.adaptiv
e-schedul
er.combin
ed-restar
t.window-
interval

Using Autoscaler for Flink applications

Description

The combined restart window
interval to perfom merged restarts
for the job. An integer without a unit
is interpreted as milliseconds.

Default value

Im

Acceptable
values

Examples: 30,
60s, 3m, 1h

The operator autoscaler can help ease backpressure by collecting metrics from Flink jobs and

automatically adjusting parallelism on a job vertex level. The following is an example of what your
configuration might look like:

apiVersion: flink.apache.org/vlbetal

kind: FlinkDeployment

metadata:

spec:

flinkVersion: v1_18
flinkConfiguration:

job.autoscaler.
job.autoscaler.
job.autoscaler.
job.autoscaler.
job.autoscaler.
job.autoscaler.
job.autoscaler.

pipeline.max-parallelism:

restart.time:

enabled: "true"
stabilization.interval: 1m
metrics.window: 5m
target.utilization: "0.6"
target.utilization.boundary: "0.2"

2m

catch-up.duration: 5m
II720II

Using Autoscaler
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This configuration uses default values for the latest release of Amazon EMR. If you use other
versions, you might have different values.

(@ Note

As of Amazon EMR 7.2.0, you don't need to include the prefix
kubernetes.operator in your configuration. If you use 7.1.0 or lower, you
must use the prefix before each configuration. For example, you must specify
kubernetes.operator. job.autoscaler.scaling.enabled.

The following are configuration options for the autoscaler.

 job.autoscaler.scaling.enabled - specifies whether to enable vertex scaling execution by
the autoscaler. The default is true. If you disable this configuration, the autoscaler only collects
metrics and evaluates the suggested parallelism for each vertex but doesn't upgrade the jobs.

« job.autoscaler.stabilization.interval - the stabilization period in which no new
scaling will be executed. Default is 5 minutes.

e job.autoscaler.metrics.window - the scaling metrics aggregation window size. The larger
the window, the more smooth and stability, but the autoscaler might be slower to react to
sudden load changes. Default is 15 minutes. We recommend you experiment by using a value
between 3 to 60 minutes.

 job.autoscaler.target.utilization - the target vertex utilization to provide stable job
performance and some buffer for load fluctuations. The default is @. 7 targeting 70% utilization/
load for the job vertexes.

e job.autoscaler.target.utilization.boundary - the target vertex utilization boundary
that serves as extra buffer to avoid immediate scaling on load fluctuations. Default is @. 3, which
means 30% deviation from the target utilization is allowed before triggering a scaling action.

e ob.autoscaler.restart.time - the expected time to restart the application. Default is 5
minutes.

e job.autoscaler.catch-up.duration - the expected time to catch up, meaning fully
processing any backlog after a scaling operation completes. Default is 5 minutes. By lowering the
catch-up duration, the autoscaler haves to reserve more extra capacity for the scaling actions.

e pipeline.max-parallelism-the maximum parallelism the autoscaler can use. The
autoscaler ignores this limit if it is higher than the max parallelism configured in the Flink
config or directly on each operator. Default is -1. Note that the autoscaler computes the
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parallelism as a divisor of the max parallelism number therefore it is recommended to choose
max parallelism settings that have a lot of divisors instead of relying on the Flink provided
defaults. We recommend using multiples of 60 for this configuration, such as 120, 180, 240, 360,
720 etc.

For a more detailed configuration reference page, see Autoscaler configuration.

Autoscaler parameter autotuning

This section describes auto-tuning behavior for various Amazon EMR versions. It also goes into
detail regarding different auto-scaling configurations.

® Note

Amazon EMR 7.2.0 and higher uses the open source configuration
job.autoscaler.restart.time-tracking.enabled to enable rescale time
estimation. Rescale time estimation has the same functionality as Amazon EMR
autotuning, so you don't have to manually assign empirical values to the restart time.
You can still use Amazon EMR autotuning if you're using Amazon EMR 7.1.0 or lower.

7.2.0 and higher

Amazon EMR 7.2.0 and higher measures the actual required restart time to apply

autoscaling decisions. In releases 7.1.0 and lower, you had to use the configuration
job.autoscaler.restart.time to manually configure estimated maximum restart time.
By using the configuration job.autoscaler.restart.time-tracking.enabled, you only
need to enter a restart time for the first scaling. Afterwards, the operator records the actual
restart time and will use it for subsequent scalings.

To enable this tracking, use the following command:

job.autoscaler.restart.time-tracking.enabled: true

The following are the related configurations for rescale time estimation.
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Configuration Required

job.autoscaler.restart.time- No
tracking.enabled

job.autoscaler.restart.time No

job.autoscaler.restart.time- No
tracking.limit

Default

False

5m

15m

Description

Indicates whether the

Flink Autoscaler should
automatically tune configura
tions over time to optimize
scaling descisions. Note

that the Autoscaler can only
autotune the Autoscaler
parameter restart.time .

The expected restart time
that Amazon EMR on EKS
uses until the operator can
determine the actual restart
time from previous scalings.

The maximum observed
restart time when
job.autoscaler.res
tart.time-tracking
.enabled issetto true.

The following is an example deployment spec you can use to try out rescale time estimation:

apiVersion: flink.apache.org/vlbetal
kind: FlinkDeployment
metadata:
name: autoscaling-example
spec:
flinkVersion: v1_18
flinkConfiguration:

# Autoscaler parameters
job.autoscaler.enabled: "true"
job.autoscaler.scaling.enabled: "true"
job.autoscaler.stabilization.interval:
job.autoscaler.metrics.window: "1m"

"55"

Autoscaler parameter autotuning

76



Amazon EMR

Amazon EMR on EKS Development Guide

job.autoscaler.restart.time-tracking.enabled: "true"

job.autoscaler.restart.time: "2m"
job.autoscaler.restart.time-tracking.limit: "1@m"

jobmanager.scheduler: adaptive
taskmanager.numberOfTaskSlots: "1"
pipeline.max-parallelism: "12"

executionRoleArn: <JOB ARN>
emrReleaselabel: emr-7.12.0-flink-latest
jobManager:
highAvailabilityEnabled: false
storageDir: s3://<s3_bucket>/flink/autoscaling/ha/
replicas: 1
resource:
memory: "1024m"
cpu: 0.5
taskManager:
resource:
memory: "1024m"
cpu: 0.5
job:

jarURI: s3://<s3_bucket>/some-job-with-back-pressure

parallelism: 1
upgradeMode: stateless

To simulate backpressure, use the following deployment spec.

job:
jarURI: s3://<s3_bucket>/pyflink-script.py

entryClass: "org.apache.flink.client.python.PythonDriver"
args: ["-py", "/opt/flink/usrlib/pyflink-script.py"]

parallelism: 1
upgradeMode: stateless

Upload the following Python script to your S3 bucket.

import logging
import sys
import time
import random
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from pyflink.datastream import StreamExecutionEnvironment
from pyflink.table import StreamTableEnvironment

TABLE_NAME="orders"
QUERY=f"""
CREATE TABLE {TABLE_NAME} (
id INT,
order_time AS CURRENT_TIMESTAMP,

WATERMARK FOR order_time AS order_time - INTERVAL '5' SECONDS

)

WITH (
'connector' = 'datagen',
'rows-per-second'='10",
'fields.id.kind'='random',
'fields.id.min'='1",
'fields.id.max'='100"

);

def create_backpressure(i):
time.sleep(2)
return i

def autoscaling_demo():

env = StreamExecutionEnvironment.get_execution_environment()

t_env = StreamTableEnvironment.create(env)
t_env.execute_sql(QUERY)
res_table = t_env.from_path(TABLE_NAME)

stream = t_env.to_data_stream(res_table) \
.shuffle().map(lambda x: create_backpressure(x))\
.print()

env.execute("Autoscaling demo")

if __name__ == '_main__"':

logging.basicConfig(stream=sys.stdout, level=logging.INFO, format="%(message)s")

autoscaling_demo()

To verify that rescale time estimation is working, make sure that DEBUG level logging of the

Flink operator is enabled. The example below demonstrates how to update the helm chart file

values.yaml. Then reinstall the updated helm chart and run your Flink job again.

log4j-operator.properties: |+
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# Flink Operator Logging Overrides
rootLogger.level = DEBUG

Getthe name of your leader pod.

ip=$(kubectl get configmap -n $NAMESPACE <job-name>-cluster-config-map -o json | jq
-r ".data[\"org.apache.flink.k8s.leader.restserver\"]" | awk -F: '{print $2}' | awk
-F '/ "{print $33}')

kubectl get pods -n $NAMESPACE -o json | jq -r ".items[] | select(.status.podIP ==
\"$ip\") | .metadata.name"

Run the following command to get the actual restart time used in metrics evaluations.

kubectl logs <FLINK-OPERATOR-POD-NAME> -c flink-kubernetes-operator -n <OPERATOR-
NAMESPACE> -f | grep "Restart time used in scaling summary computation"

You should see logs similar to the following. Note that only the first scaling uses
job.autoscaler.restart.time. Subsequent scalings use the observed restart time.

2024-05-16 17:17:32,590 o.a.f.a.ScalingExecutor [DEBUG] [default/autoscaler-
example] Restart time used in scaling summary computation: PT2M
2024-05-16 17:19:03,787 o.a.f.a.ScalingExecutor [DEBUG] [default/autoscaler-
example] Restart time used in scaling summary computation: PT14S
2024-05-16 17:19:18,976 o.a.f.a.ScalingExecutor [DEBUG] [default/autoscaler-
example] Restart time used in scaling summary computation: PT14S
2024-05-16 17:20:50,283 o.a.f.a.ScalingExecutor [DEBUG] [default/autoscaler-
example] Restart time used in scaling summary computation: PT14S
2024-05-16 17:22:21,691 o.a.f.a.ScalingExecutor [DEBUG] [default/autoscaler-

example] Restart time used in scaling summary computation: PT14S

7.0.0and 7.1.0

The open source built-in Flink Autoscaler uses numerous metrics to make the best scaling
decisions. However, the default values it uses for its calculations are meant to be applicable

to most workloads and might not optimal for a given job. The autotuning feature added into
the Amazon EMR on EKS version of the Flink Operator looks at historical trends observed over
specific captured metrics and then accordingly tries to calculate the most optimal value tailored
for the given job.
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de

Configuration

kubernetes.operator.job.aut
oscaler.autotune.enable

kubernetes.operator.job.aut
oscaler.autotune.metrics.hi
story.max.count

kubernetes.operator.job.aut
oscaler.autotune.metrics.re
start.count

To enable autotuning, you must have completed the following:

Required

No

No

No

Default

False

Description

Indicates whether the Flink
Autoscaler should automatic
ally tune configurations over
time to optimize autoscalers
scaling descisions. Currently
, the Autoscaler can only
autotune the Autoscaler
parameter restart.time .

Indicates how many historica
L Amazon EMR on EKS
metrics the Autoscaler keeps
in the Amazon EMR on EKS
metrics config map.

Indicates how many number
of restarts the Autoscale

r performs before it starts
calculating the average
restart time for a given job.

» Set kubernetes.operator.job.autoscaler.autotune.enable: to true

o Setmetrics.job.status.enable: to TOTAL_TIME

 Followed the setup of Using Autoscaler for Flink applications to enable Autoscaling.

The following is an example deployment spec you can use to try out autotuning.

apiVersion: flink.apache.org/vlbetal

kind: FlinkDeployment
metadata:

name: autoscaling-example

spec:
flinkVersion: v1_18
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flinkConfiguration:

# Autotuning parameters
kubernetes.operator. job.autoscaler.autotune.
kubernetes.operator. job.autoscaler.autotune.

enable: "true"

metrics.history.max.count: "2"

kubernetes.operator.job.autoscaler.autotune.metrics.restart.count: "1"
metrics.job.status.enable: TOTAL_TIME

# Autoscaler parameters

kubernetes.operator.job.autoscaler.enabled: "true"
kubernetes.operator. job.autoscaler.scaling.enabled: "true"
kubernetes.operator.job.autoscaler.stabilization.interval: "5s"
kubernetes.operator. job.autoscaler.metrics.window: "1m"
jobmanager.scheduler: adaptive

taskmanager.numberOfTaskSlots: "1"

state.savepoints.dir: s3://<S3_bucket>/autoscaling/savepoint/
state.checkpoints.dir: s3://<S3_bucket>/flink/autoscaling/checkpoint/

pipeline.max-parallelism: "4"

<JOB ARN>
emr-6.14.0-flink-latest

executionRoleArn:

emrReleaselabel:

jobManager:
highAvailabilityEnabled: true

storageDir: s3://<S3_bucket>/flink/autoscaling/ha/

replicas: 1
resource:
memory: "1024m"
cpu: 0.5
taskManager:
resource:
memory: "1024m"
cpu: 0.5
job:
jarURI: s3://<S3_bucket>/some-job-with-back-
parallelism: 1

upgradeMode: last-state

pressure

To simulate backpressure, use the following deployment spec.

job:
jarURI: s3://<S3_bucket>/pyflink-script.py
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entryClass: "org.apache.flink.client.python.PythonDriver"
args: ["-py", "/opt/flink/usrlib/pyflink-script.py"]
parallelism: 1

upgradeMode: last-state

Upload the following Python script to your S3 bucket.

import logging
import sys
import time
import random

from pyflink.datastream import StreamExecutionEnvironment
from pyflink.table import StreamTableEnvironment

TABLE_NAME="orders"
QUERY=f"""
CREATE TABLE {TABLE_NAME} (
id INT,
order_time AS CURRENT_TIMESTAMP,
WATERMARK FOR order_time AS order_time - INTERVAL '5' SECONDS

)

WITH (
'connector' = 'datagen',
'rows-per-second'='10",
'fields.id.kind'='random',
'fields.id.min'='1",
'fields.id.max'='100"'

);

def create_backpressure(i):
time.sleep(2)
return i

def autoscaling_demo():
env = StreamExecutionEnvironment.get_execution_environment()
t_env = StreamTableEnvironment.create(env)
t_env.execute_sql(QUERY)
res_table = t_env.from_path(TABLE_NAME)

stream = t_env.to_data_stream(res_table) \
.shuffle().map(lambda x: create_backpressure(x))\

Autoscaler parameter autotuning 82



Amazon EMR Amazon EMR on EKS Development Guide

.print()
env.execute("Autoscaling demo")

if __name__ == '__main__':
logging.basicConfig(stream=sys.stdout, level=logging.INFO, format="%(message)s")
autoscaling_demo()

To verify that your autotuner is working, use the following commands. Note that you must use
your own leader pod information for the Flink Operator.

First get the name of your leader pod.

ip=$(kubectl get configmap -n $NAMESPACE <job-name>-cluster-config-map -o json | jq
-r ".data[\"org.apache.flink.k8s.leader.restserver\"]" | awk -F: '{print $2}' | awk

-F '/ "{print $3}')

kubectl get pods -n $NAMESPACE -o json | jq -r ".items[] | select(.status.podIP ==
\"$ip\") | .metadata.name"

Once you have the name of your leader pod, you can run the following command.

kubectl logs -n $NAMESPACE -c flink-kubernetes-operator --follow <YOUR-FLINK-
OPERATOR-POD-NAME> | grep -E 'EmrEks|autotun|calculating|restart|autoscaler'

You should see logs similar to the following.

[m[33m2023-09-13 20:10:35,941[m [36mc.a.c.f.k.o.a.EmrEksMetricsAutotuner[m
[36m[DEBUG][flink/autoscaling-example] Using the latest

Emr Eks Metric for calculating restart.time for autotuning:
EmrEksMetrics(restartMetric=RestartMetric(restartingTime=65, numRestarts=1))

[m[33m2023-09-13 20:10:35,941[m [36mc.a.c.f.k.o.a.EmrEksMetricsAutotuner[m
[32m[INFO ][flink/autoscaling-example] Calculated average restart.time metric via
autotuning to be: PTQ.065S

Maintenance and troubleshooting for Flink jobs on Amazon
EMR on EKS

The following sections outline how to maintain your long-running Flink jobs, and provide guidance
on how to troubleshoot some common issues with Flink jobs.
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Maintaining Flink applications

Topics

» Upgrade modes

Flink applications are typically designed to run for long periods of time such as weeks, months, or
even years. As with all long-running services, Flink streaming applications need to be maintained.
This includes bug fixes, improvements, and migration to a Flink cluster of a later version.

When the spec changes for FlinkDeployment and F1linkSessionJob resources, you need to
upgrade the running application. To do this, the operator stops the running job (unless already
suspended) and redeploys it with the latest spec and, for stateful applications, the state from the
previous run.

Users control how to manage the state when stateful applications stop and restore with the
upgradeMode setting of the JobSpec.

Upgrade modes
Optional introduction
Stateless

Stateless application upgrades from empty state.

Last state

Quick upgrades in any application state (even for failing jobs), does not require a healthy

job as it always uses the latest successful checkpoint. Manual recovery may be necessary

if HA metadata is lost. To limit the time the job may fall back when picking up the

latest checkpoint you can configure kubernetes.operator. job.upgrade.last-
state.max.allowed.checkpoint.age. If the checkpoint is older than the configured value,
a savepoint will be taken instead for healthy jobs. This is not supported in Session mode.

Savepoint

Use savepoint for upgrade, providing maximal safety and possibility to serve as backup/fork
point. The savepoint will be created during the upgrade process. Note that the Flink job needs
to be running to allow the savepoint to get created. If the job is in an unhealthy state, the last
checkpoint will be used (unless kubernetes.operator.job.upgrade.last-state-fallback.enabled is
set to false). If the last checkpoint is not available, the job upgrade will fail.
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Troubleshooting

This section describes how to troubleshoot problems with Amazon EMR on EKS. For information
on how to troubleshoot general problems with Amazon EMR, see Troubleshoot a cluster in the
Amazon EMR Management Guide.

» Troubleshooting jobs that use PersistentVolumeClaims (PVC)

» Troubleshooting Amazon EMR on EKS vertical autoscaling

» Troubleshooting Amazon EMR on EKS Spark operator

Troubleshooting Apache Flink on Amazon EMR on EKS
Resource mapping not found when installing the Helm chart

You might encounter the following error message when you install the Helm chart.

Error: INSTALLATION FAILED: pulling from host 1234567890.dkr.ecr.us-

west-2.amazonaws.com failed with status code [manifests 6.13.0]: 403 Forbidden Error:
INSTALLATION FAILED: unable to build kubernetes objects from release manifest:
[resource mapping not found for name: "flink-operator-serving-cert" namespace: "<the
namespace to install your operator>" from "": no matches for kind "Certificate" in
version "cert-manager.io/v1"

ensure CRDs are installed first, resource mapping not found for name: "flink-operator-

selfsigned-issuer" namespace: "<the namespace to install your operator>" " from : no

matches for kind "Issuer" in version "cert-manager.io/v1"

ensure CRDs are installed first].

To resolve this error, install cert-manager to enable adding the webhook component. You must
install cert-manager to each Amazon EKS cluster that you use.

kubectl apply -f https://github.com/cert-manager/cert-manager/releases/download/v1.12.0

Amazon Web Services service access denied error

If you see an access denied error, confirm that the IAM role for operatorExecutionRoleArn
in the Helm chart values.yaml file has the correct permissions. Also ensure the IAM role under
executionRoleArn in your FlinkDeployment specification has the correct permissions.
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FlinkDeployment is stuck

If your FlinkDeployment stalls in an arrested state, use the following steps to force delete the
deployment:

1. Edit the deployment run.

kubectl edit -n Flink Namespace flinkdeployments/App Name

2. Remove this finalizer.

finalizers:
- flinkdeployments.flink.apache.org/finalizer

3. Delete the deployment.

kubectl delete -n Flink Namespace flinkdeployments/App Name

s3a AWSBadRequestException issue when running a Flink application in an opt-in Amazon Web
Services Region

If you run a Flink application in an opt-in Amazon Web Services Region, you might see the

following errors:

Caused by: org.apache.hadoop.fs.s3a.AWSBadRequestException: getFileStatus on
s3://flink.txt: com.amazonaws.services.s3.model.AmazonS3Exception: Bad Request
(Service: Amazon S3; Status Code: 400; Error Code: 400 Bad Request; Request ID:
ABCDEFGHIJKL; S3 Extended Request ID:

ABCDEFGHIJKLMNOP=; Proxy: null), S3 Extended Request ID: ABCDEFGHIJKLMNOP=:400 Bad
Request: Bad Request

(Service: Amazon S3; Status Code: 400; Error Code: 400 Bad Request; Request ID:
ABCDEFGHIJKL; S3 Extended Request ID: ABCDEFGHIJKLMNOP=; Proxy: null)

Caused by: org.apache.hadoop.fs.s3a.AWSBadRequestException: getS3Region on flink-
application: software.amazon.awssdk.services.s3.model.S3Exception: null

(Service: S3, Status Code: 400, Request ID: ABCDEFGHIJKLMNOP, Extended Request ID:
ABCDEFGHIJKLMNOPQRST==):null: null

(Service: S3, Status Code: 400, Request ID: ABCDEFGHIJKLMNOP, Extended Request ID:
AH142uDNaTUFOQus/5IIVNvSakBcMjMCH7dd37ky@vE6jhABCDEFGHIJKLMNOPQRST==
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To fix these errors, use the following configuration in your F1inkDeployment definition file.

spec:
flinkConfiguration:
taskmanager.numberOfTaskSlots: "2"
fs.s3a.endpoint.region: OPT_IN_AWS_REGION_NAME

We also recommend that you use the SDKv2 credentials provider:

fs.s3a.aws.credentials.provider:
software.amazon.awssdk.auth.credentials.WebIdentityTokenFileCredentialsProvider

If you want to use the SDKv1 credentials provider, make sure that your SDK supports your opt-in
Region. For more information, see the aws-sdk-java GitHub repository.

If you get S3 AWSBadRequestException when you run Flink SQL statements in an
opt-in Region, make sure that you set the configuration fs.s3a.endpoint.region:
OPT_IN_AWS_REGION_NAME in your flink configuration spec.

S3A AWSBadRequestException when running a Flink session job in CN regions

For Amazon EMR releases 6.15.0 - 7.2.0, you might encounter the following error messages when
you run a Flink session job in CN regions. These include China (Beijing) and China (Ningxia):

Error:
{"type":"org.apache.flink.kubernetes.operator.exception.ReconciliationException", "message":"o1
getFileStatus on s3://ABCDPath:
software.amazon.awssdk.services.s3.model.S3Exception: null (Service: S3, Status Code:
400, Request ID: ABCDEFGH, Extended Request ID:
ABCDEFGH:null: null (Service: S3, Status Code: 400, Request ID:

ABCDEFGH, Extended Request ID: ABCDEFGH","additionalMetadata":{},"throwablelList":

[{"type":"org.apache.hadoop.fs.s3a.AWSBadRequestException", "message":"getFileStatus on
s3://ABCDPath: software.amazon.awssdk.services.s3.model.S3Exception:
null (Service: S3, Status Code: 400, Request ID: ABCDEFGH, Extended
Request ID: ABCDEFGH:null: null (Service: S3, Status Code: 400, Request ID: ABCDEFGH,
Extended Request ID: ABCDEFGH","additionalMetadata":{}},
{"type":"software.amazon.awssdk.services.s3.model.S3Exception", "message":"null
(Service: S3, Status Code: 400,
Request ID: ABCDEFGH, Extended Request ID:

ABCDEFGH", "additionalMetadata":{}}1}

Troubleshooting 87


https://github.com/aws/aws-sdk-java

Amazon EMR Amazon EMR on EKS Development Guide

There is an awareness of this issue. The team is working on patching the flink operators for all of
these release versions. However, before we finish the patch, to fix this error, you need to download
the flink operator helm chart, untar it (extract the compressed file) and make configuration
changes in the helm chart.

The specific steps are the following:

1. Change to, specifically change directories to, your local folder for the helm chart, and run the
following command line to pull the helm chart and untar (extract) it.

helm pull oci://public.ecr.aws/emr-on-eks/flink-kubernetes-operator \
--version $VERSION \
--namespace $NAMESPACE

tar -zxvf flink-kubernetes-operator-$VERSION.tgz

2. Gointo the helm chart folder and find the templates/flink-operator.yaml file.

3. Find the flink-operator-config ConfigMap and add the following
fs.s3a.endpoint.region configuration in the flink-conf.yaml. For example:

{{- if .Values.defaultConfiguration.create }}
apiVersion: vl
kind: ConfigMap
metadata:

name: flink-operator-config

namespace: {{ .Release.Namespace }}

labels:

{{- include "flink-operator.labels" . | nindent 4 }}

data:

flink-conf.yaml: [+
fs.s3a.endpoint.region: {{ .Values.emrContainers.awsRegion }}

4. Install the local helm chart and run your job.

Supported releases for Amazon EMR on EKS with Apache Flink

Apache Flink is available with the following Amazon EMR on EKS releases. For information on all of
the releases that are available, see Amazon EMR on EKS releases.
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Release label

emr-7.2.0-flink-latest
emr-7.2.0-flink-k8s-operator-latest
emr-7.1.0-flink-latest
emr-7.1.0-flink-k8s-operator-latest
emr-7.0.0-flink-latest
emr-7.0.0-flink-k8s-operator-latest
emr-6.15.0-flink-latest
emr-6.15.0-flink-k8s-operator-latest
emr-6.14.0-flink-latest
emr-6.14.0-flink-k8s-operator-latest
emr-6.13.0-flink-latest

emr-6.13.0-flink-k8s-operator-latest

Java

17

11

17

11

11

11

11

11

11

11

11

11

Flink

1.18.1

1.18.1

1.18.0

1.17.1

1171

1.17.0

Flink operator

1.8.0

1.6.1
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Running Spark jobs with Amazon EMR on EKS

A job run is a unit of work, such as a Spark jar, PySpark script, or SparkSQL query, that you submit
to Amazon EMR on EKS. This topic provides an overview of managing job runs using the Amazon
CLI, viewing job runs using the Amazon EMR console, and troubleshooting common job run errors.

Note that you can't run IPv6 Spark jobs on Amazon EMR on EKS

(® Note

Before you submit a job run with Amazon EMR on EKS, you must complete the steps in
Setting up Amazon EMR on EKS.

Topics

» Running Spark jobs with StartJobRun

» Running Spark jobs with the Spark operator

» Running Spark jobs with spark-submit

« Using Apache Livy with Amazon EMR on EKS

« Managing Amazon EMR on EKS job runs

« Using job templates

« Using pod templates

» Using job retry policies

» Using Spark event log rotation

» Using Spark container log rotation

» Using vertical autoscaling with Amazon EMR Spark jobs

Running Spark jobs with StaxtJobRun

This section includes detailed setup steps to get your environment ready to run Spark jobs and
then provides step-by-step instructions for submitting a job run with specified parameters.

Topics

o Setting up Amazon EMR on EKS
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o Submit a job run with StartJobRun

» Using job submitter classification

» Using Amazon EMR container defaults classification

Setting up Amazon EMR on EKS

Complete the following tasks to get set up for Amazon EMR on EKS. If you've already signed up
for Amazon Web Services (Amazon) and have been using Amazon EKS, you are almost ready to use
Amazon EMR on EKS. Skip any of the tasks that you've already completed.

® Note

You can also follow the Amazon EMR on EKS Workshop to set up all the necessary

resources to run Spark jobs on Amazon EMR on EKS. The workshop also provides
automation by using CloudFormation templates to create the resources necessary for
you to get started. For other templates and best practices, see our EMR Containers Best
Practices Guide on GitHub.

1. Install or update to the latest version of the Amazon CLI

. Set up kubectl and eksctl

. Get started with Amazon EKS — eksctl

. Enable cluster access for Amazon EMR on EKS

. Enable IAM Roles for the EKS cluster

. Grant users access to Amazon EMR on EKS

N o o NN

. Register the Amazon EKS cluster with Amazon EMR

Enable cluster access for Amazon EMR on EKS

The following sections show a couple ways to enable cluster access. The first is by using Amazon
EKS cluster access management (CAM) and the latter shows how to take manual steps to enable
cluster access.
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Enable cluster access using EKS Access Entry (recommended)

® Note

The aws-auth ConfigMap is deprecated. The recommended method to manage access to
Kubernetes APIs is Access Entries.

Amazon EMR is integrated with Amazon EKS cluster access management (CAM), so you can
automate configuration of the necessary AuthN and AuthZ policies to run Amazon EMR Spark jobs
in namespaces of Amazon EKS clusters. When you create a virtual cluster from an Amazon EKS

cluster namespace, Amazon EMR automatically configures all of the necessary permissions, so you
don't need to add any extra steps into your current workflows.

(@ Note

The Amazon EMR integration with Amazon EKS CAM is supported only for new Amazon
EMR on EKS virtual clusters. You can't migrate existing virtual clusters to use this
integration.

Prerequisites

« Make sure that you are running version 2.15.3 or higher of the Amazon CLI
» Your Amazon EKS cluster must be on version 1.23 or higher.
Setup

To set up the integration between Amazon EMR and the AccessEntry APl operations from Amazon
EKS, make sure that you have completed the follow items:

» Make sure that authenticationMode of your Amazon EKS cluster is set to
API_AND_CONFIG_MAP.

aws eks describe-cluster --name <eks-cluster-name>

If it isn't already, set authenticationMode to API_AND_CONFIG_MAP.
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aws eks update-cluster-config
--name <eks-cluster-name>
--access-config authenticationMode=API_AND_CONFIG_MAP

For more information about authentication modes, see Cluster authentication modes.

« Make sure that the IAM role that you're using to run the CreateVirtualCluster and
DeleteVirtualCluster API operations also has the following permissions:

{
"Effect": "Allow",
"Action": [
"eks:CreateAccessEntry"
1,

"Resource":
"arn:<AWS_PARTITION>:eks:<AWS_REGION>:<AWS_ACCOUNT_ID>:cluster/<EKS_CLUSTER_NAME>"
1,
{
"Effect": "Allow",
"Action": [
"eks:DescribeAccessEntry",
"eks:DeleteAccessEntry",
"eks:ListAssociatedAccessPolicies",
"eks:AssociateAccessPolicy",
"eks:DisassociateAccessPolicy"
1,
"Resource": "arn:<AWS_PARTITION>:eks:<AWS_REGION>:<AWS_ACCOUNT_ID>:access-entry/
<EKS_CLUSTER_NAME>/r0le/<AWS_ACCOUNT_ID>/AWSServiceRoleForAmazonEMRContainers/*"
}

Concepts and terminology

The following is a list of terminologies and concepts related to Amazon EKS CAM.

« Virtual cluster (VC) - logical representation of the namespace created in Amazon EKS. It's a 1:1
link to an Amazon EKS cluster namespace. You can use it to run Amazon EMR workloads on a a
Amazon EKS cluster within the specified namespace.

« Namespace — mechanism to isolate groups of resources within a single EKS cluster.

» Access policy — permissions that grant access and actions to an IAM role within an EKS cluster.
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» Access entry — an entry created with a role arn. You can link the access entry to an access policy
to assign specific permissions in the Amazon EKS cluster.

o EKS access entry integrated virtual cluster — the virtual cluster created using access entry API

operations from Amazon EKS.

Enable cluster access using aws-auth

You must allow Amazon EMR on EKS access to a specific namespace in your cluster by taking the
following actions: creating a Kubernetes role, binding the role to a Kubernetes user, and mapping
the Kubernetes user with the service linked role AWSServiceRoleForAmazonEMRContainers.
These actions are automated in eksctl when the IAM identity mapping command is used with
emr-containers as the service name. You can perform these operations easily by using the

following command.

eksctl create iamidentitymapping \
--cluster my_eks_cluster \
--namespace kubernetes_namespace \
--service-name "emr-containers"

Replace my_eks_cluster with the name of your Amazon EKS cluster and replace
kubernetes_namespace with the Kubernetes namespace created to run Amazon EMR workloads.

/A Important

You must download the latest eksctl using the previous step Set up kubectl and eksctl to
use this functionality.

Manual steps to enable cluster access for Amazon EMR on EKS
You can also use the following manual steps to enable cluster access for Amazon EMR on EKS.
1. Create a Kubernetes role in a specific namespace

Amazon EKS 1.22 - 1.29

With Amazon EKS 1.22 - 1.29, run the following command to create a Kubernetes role in
a specific namespace. This role grants the necessary RBAC permissions to Amazon EMR on
EKS.
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namespace=my-namespace
cat - >>EOF | kubectl apply -f - >>namespace "${namespace}"
apiVersion: rbac.authorization.k8s.io/v1l
kind: Role
metadata:
name: emr-containers
namespace: ${namespace}
rules:
- apiGroups: [""]
resources: ['"namespaces"]
verbs: ["get"]
- apiGroups: [""]

resources: ["serviceaccounts", "services", "configmaps", "events", "pods",

"pods/log"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"deletecollection", "annotate", "patch", "label"]
- apiGroups: [""]
resources: ["secrets"]
verbs: ["create", "patch", "delete", "watch"]
- apiGroups: ["apps"]
resources: ["statefulsets", "deployments"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"annotate", "patch", "label"]
- apiGroups: ["batch"]
resources: ["jobs"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"annotate", "patch", "label"]
- apiGroups: ["extensions", "networking.k8s.io"]
resources: ["ingresses"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"annotate", "patch", "label"]
- apiGroups: ["rbac.authorization.k8s.io"]
resources: ["roles", "rolebindings"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"deletecollection", "annotate", "patch", "label"]
- apiGroups: [""]
resources: ["persistentvolumeclaims"]
verbs: ["get", "list", "watch", "describe", "create", "edit",
"deletecollection", "annotate", "patch", "label"]
EOF

"delete",

"delete",

"delete",

"delete",

"delete",

"delete",
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Amazon EKS 1.21 and below

With Amazon EKS 1.21 and below, run the following command to create a Kubernetes role

in a specific namespace. This role grants the necessary RBAC permissions to Amazon EMR

on EKS.

namespace=my-namespace

cat - >>EOF | kubectl apply -f - >>namespace "${namespacel}"

apiVersion: rbac.authorization.k8s.io/v1l
kind: Role
metadata:
name: emr-containers
namespace: ${namespace}
rules:
- apiGroups: [""]
resources: ['"namespaces"]
verbs: ["get"]
- apiGroups: [""]

resources: ["serviceaccounts", "services", "configmaps",

"pods/log"]

verbs: ["get", "list", "watch", "describe", '"create",

"deletecollection", "annotate", "patch", "label"]
- apiGroups: [""]

resources: ["secrets"]

verbs: ["create", "patch", "delete", "watch"]
- apiGroups: ["apps"]

resources: ["statefulsets", "deployments"]

verbs: ["get", "list", "watch", "describe", "create"

"annotate", "patch", "label"]
- apiGroups: ["batch"]
resources: ["jobs"]

verbs: ["get", "list", "watch", "describe", "create"

"annotate", "patch", "label"]
- apiGroups: ["extensions"]
resources: ["ingresses"]

verbs: ["get", "list", "watch", "describe", "create"

"annotate", "patch", "label"]
- apiGroups: ["rbac.authorization.k8s.io"]
resources: ["roles", "rolebindings"]

verbs: ["get", "list", "watch", "describe", "create"

"deletecollection", "annotate", "patch", "label"]
- apiGroups: [""]

"edit",

"edit",

"edit",

"edit",

"edit",

"events", "pods",

"delete",

"delete",

"delete",

"delete",

"delete",
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resources: ["persistentvolumeclaims"]
verbs: ["get", "list", "watch", "describe", "create", "edit", "delete",
"deletecollection", "annotate", "patch", "label"]
EOF

2. Create a Kubernetes role binding scoped to the namespace

Run the following command to create a Kubernetes role binding in the given namespace. This
role binding grants the permissions defined in the role created in the previous step to a user
named emr-containers. This user identifies service-linked roles for Amazon EMR on EKS and

thus allows Amazon EMR on EKS to perform actions as defined by the role you created.

namespace=my-namespace

cat - <<EOF | kubectl apply -f - --namespace "${namespacel}"
apiVersion: rbac.authorization.k8s.io/v1l
kind: RoleBinding
metadata:

name: emr-containers

namespace: ${namespace}
subjects:
- kind: User

name: emr-containers

apiGroup: rbac.authorization.k8s.io
roleRef:

kind: Role

name: emr-containers

apiGroup: rbac.authorization.k8s.io
EOF

3. Update Kubernetes aws -auth configuration map

You can use one of the following options to map the Amazon EMR on EKS service-linked role
with the emr-containers user that was bound with the Kubernetes role in the previous step.

Option 1: Using eksctl

Run the following eksctl command to map the Amazon EMR on EKS service-linked role with
the emr-containers user.

eksctl create iamidentitymapping \
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--cluster my-cluster-name \
--arn "arn:aws:iam::my-account-id:role/AWSServiceRoleForAmazonEMRContainers" \

--username emr-containers

Option 2: Without using eksctl

1. Run the following command to open the aws-auth configuration map in text editor.

kubectl edit -n kube-system configmap/aws-auth

® Note
If you receive an error stating Exrror from server (NotFound): configmaps
"aws-auth" not found, see the steps in Add user roles in the Amazon EKS User
Guide to apply the stock ConfigMap.

2. Add Amazon EMR on EKS service-linked role details to the mapRoles section of the
ConfigMap, under data. Add this section if it does not already exist in the file. The updated
mapRoles section under data looks like the following example.

apiVersion: vl
data:
mapRoles: |
- rolearn: arn:aws:iam::<your-account-id>:role/
AwWSServiceRoleForAmazonEMRContainers
username: emr-containers
- ... <other previously existing role entries, if there's any>.

3. Save the file and exit your text editor.

Enable IAM Roles for the EKS cluster

The following topics detail options for enabling IAM roles.

Topics

» Option 1: Enable EKS Pod Identity on the EKS Cluster

« Option 2: Enable IAM Roles for Service Accounts (IRSA) on the EKS cluster
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Option 1: Enable EKS Pod Identity on the EKS Cluster

Amazon EKS Pod Identity associations provide the ability to manage credentials for your
applications, similar to the way that Amazon EC2 instance profiles provide credentials to Amazon
EC2 instances. Amazon EKS Pod Identity provides credentials to your workloads with an additional
EKS Auth API and an agent pod that runs on each node.

Amazon EMR on EKS starts to support EKS pod identity since emr-7.3.0 release for the
StartJobRun submission model.

For more information on EKS pod identities, refer to Understand how EKS Pod Identity works.

Why EKS Pod Identities?

As part of EMR setup, the Job Execution Role needs to establish trust boundaries between an
IAM role and service accounts in a specific namespace (of EMR virtual clusters). With IRSA, this
was achieved by updating the trust policy of the EMR Job Execution Role. However, due to the
4096 character hard-limit on IAM trust policy length, there was a constraint to share a single Job
Execution IAM Role across a maximum of twelve (12) EKS clusters.

With EMR's support for Pod Identities, the trust boundary between 1AM roles and service accounts
are now being managed by the EKS team through EKS pod identity’s association APIs.

(@ Note

The security boundary for EKS pod identity is still on service account level, not on pod
level.

Pod Identity Considerations

For information on the Pod Identity Limitations, see EKS Pod Identity considerations.

Prepare EKS Pod Identity in EKS Cluster
Check if the required permission exists in NodelnstanceRole

The node role NodeInstanceRole needs a permission for the agent to do the
AssumeRoleForPodIdentity action in the EKS Auth API. You can add the following to the
AmazonEKSWorkerNodePolicy, which is defined in the Amazon EKS User Guide, or use a custom

policy.
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If your EKS cluster was created with eksctl version higher than 0.181.0, the
AmazonEKSWorkerNodePolicy, including the required AssumeRoleForPodIdentity permission,
will be attached to the node role automatically. If the permission is not present, manually add the
following permission to AmazonEKSWorkerNodePolicy that allows assuming a role for pod identity.
This permission is needed by the EKS pod identity agent to retrieve credentials for pods.

JSON

{
"Version":"2012-10-17",

"Statement": [

{
"Effect": "Allow",
"Action": [
"eks-auth:AssumeRoleForPodIdentity"
1,

"Resource": [

myn

1,
"Sid": "AllowEKSAUTHAssumeroleforpodidentity"

Create EKS pod identity agent add-on

Use the following command to create EKS Pod Identity Agent add-on with the latest version:
aws eks create-addon --cluster-name cluster-name --addon-name eks-pod-identity-agent

kubectl get pods -n kube-system | grep 'eks-pod-identity-agent'

Use the following steps to create EKS Pod Identity Agent add-on from the Amazon EKS console:

1. Open the Amazon EKS console: Amazon EKS console.

2. Inthe left navigation pane, select Clusters, and then select the name of the cluster that you
want to configure the EKS Pod Identity Agent add-on for.

Choose the Add-ons tab.

4. Choose Get more add-ons.
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5. Select the box in the top right of the add-on box for EKS Pod Identity Agent and then choose
Next.

6. On the Configure selected add-ons settings page, select any version in the Version drop-
down list.

7. (Optional) Expand Optional configuration settings to enter additional configuration. For
example, you can provide an alternative container image location and ImagePullSecrets.
The JSON Schema with accepted keys is shown in Add-on configuration schema.

Enter the configuration keys and values in Configuration values.
8. Choose Next.

9. Confirm that the agent pods are running on your cluster via the CLI.

kubectl get pods -n kube-system | grep 'eks-pod-identity-agent'

An example output is as followings:

NAME READY STATUS RESTARTS AGE
eks-pod-identity-agent-gmqgp7 1/1 Running 1 (24h ago) 24h
eks-pod-identity-agent-prnsh 1/1 Running 1 (24h ago) 24h

This sets up a new DaemonSet in the kube-system namespace. The Amazon EKS Pod Identity
Agent, running on each EKS node, uses the AssumeRoleForPodldentity action to retrieve temporary

credentials from the EKS Auth API. These credentials are then made available for the Amazon SDKs
that you run inside your containers.

For more information, check the pre-requisite in the public document: Set up the Amazon EKS Pod

Identity Agent.

Create a Job Execution Role
Create or update job execution role that allows EKS Pod Identity

To run workloads with Amazon EMR on EKS, you need to create an IAM role. We refer to this role
as the job execution role in this documentation. For more information about how to create the IAM
role, see Creating IAM roles in the user Guide.

Additionally, you must create an IAM policy that specifies the necessary permissions for the job
execution role and then attach this policy to the role to enable EKS Pod Identity.
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For example, you have the following job execution role. For more information, see Create a job

execution role.

arn:aws:iam::111122223333:ro0le/PodIdentityJobExecutionRole

/A Important
Amazon EMR on EKS automatically creates Kubernetes Service Accounts, based on your
job execution role name. Ensure the role name is not too long, as your job may fail if the
combination of cluster_name, pod_name, and service_account_name exceeds the
length limit.

Job Execution Role Configuration — Ensure the job execution role is created with the below trust
permission for EKS Pod Identity. To update an existing job execution role, configure it to trust the
following EKS service principal as an additional permission in the trust policy. This trust permission
can co-exist with existing IRSA trust policies.

cat >trust-relationship.json <<EOF

{
"Version": "2012-10-17",
"Statement": [
{
"Sid": "AllowEksAuthToAssumeRoleForPodIdentity",
"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
I
"Action": [
"sts:AssumeRole",
"sts:TagSession"
]
}
]
}
EOF

User Permission: Users require the iam:PassRole permission to execute StartJobRun API calls
or submit jobs. This permission enables users to pass the job execution role to EMR on EKS. Job
administrators should have the permission by default.
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Below is the permission needed for a user:

"Effect": "Allow",
"Action": "iam:PassRole",
"Resource": "arn:aws:iam::111122223333:role/PodIdentityJobExecutionRole",
"Condition": {
"StringEquals": {
"iam:PassedToService": "pods.eks.amazonaws.com"

To further restrict the user access to specific EKS clusters, add the AssociatedResourceArn attribute
filter to the IAM policy. It limits the role assumption to authorized EKS clusters, strengthening your
resource-level security controls.

"Condition": {
"ArnLike": {
"iam:AssociatedResourceARN": [
"arn:aws:eks:us-west-2:111122223333:cluster/*"

Set up EKS pod identity associations
Prerequisite

Make sure the IAM ldentity creating the pod identity association, such as an EKS admin user, has
the permission eks:CreatePodIdentityAssociation and iam:PassRole.

JSON

"Version":"2012-10-17",
"Statement": [

{
"Effect": "Allow",

"Action": [
"eks:CreatePodIdentityAssociation"

1,

"Resource": [
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"arn:aws:eks:*:*:clustexr/*"

]I
"Sid": "AllowEKSCreatepodidentityassociation"
}I
{
"Effect": "Allow",
"Action": [
"iam:PassRole"
1,
"Resourxce": [
"arn:aws:iam::*:role/*"
]I
"Condition": {
"StringEquals": {
"iam:PassedToSexrvice": "pods.eks.amazonaws.com"
}
},
"Sid": "AllowIAMPassrole"
}

Create Associations for the role and EMR service account
Create EMR role associations through the Amazon CLI

When you submit a job to a Kubernetes namespace, an administrator must create associations
between the job execution role and the identity of the EMR managed service account. Note that
the EMR managed service account is automatically created at job submission, scoped to the
namespace where the job is submitted.

With the Amazon CLI (above version 2.24.0), run the following command to create role
associations with pod identity.

Run the following command to create role associations with pod identity:

aws emr-containers create-role-associations \
--cluster-name mycluster \
--namespace mynamespace \
--role-name JobExecutionRoleIRSAv2

Note:
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» Each cluster can have a limit of 1,000 associations. Each job execution role - namespace
mapping will require 3 associations for job submitter, driver and executor pods.

» You can only associate roles that are in the same Amazon account as the cluster. You can
delegate access from another account to the role in this account that you configure for
EKS Pod Identities to use. For a tutorial about delegating access and AssumeRole, see IAM
tutorial: Delegate access across Amazon accounts using 1AM roles.

Create EMR role associations through Amazon EKS

EMR creates service account with certain naming pattern when a job is submitted. To make
manual associations or integrate this workflow with the Amazon SDK, follow these steps:

Construct Service Account Name:

emr-containers-sa-spark-%(SPARK_ROLE)s-%(AWS_ACCOUNT_ID)s-
%(BASE36_ENCODED_ROLE_NAME)s

The below examples creates a role associations for a sample Job execution role
JobExecutionRolelRSAv2.

Example Role Associations:

RoleName: JobExecutionRoleIRSAv2
Base36Encoding0fRoleName: 2eum5fahljclkwyjcl9ikdhdkdeghln26vbe

Sample CLI command:

# setup for the client service account (used by job runner pod)
# emr-containers-sa-spark-client-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe
aws eks create-pod-identity-association --cluster-name mycluster

--role-arn arn:aws:iam::111122223333:role/JobExecutionRoleIRSAv2

--namespace mynamespace --service-account emr-containers-sa-spark-
client-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe

# driver service account
# emr-containers-sa-spark-driver-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe

aws eks create-pod-identity-association --cluster-name mycluster
--role-arn arn:aws:iam::111122223333:role/JobExecutionRoleIRSAv2
--namespace mynamespace --service-account emr-containers-sa-spark-

driver-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe
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# executor service account
# emr-containers-sa-spark-executor-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe
aws eks create-pod-identity-association --cluster-name mycluster

--role-arn arn:aws:iam::111122223333:role/JobExecutionRoleIRSAv2

--namespace mynamespace --service-account emr-containers-sa-spark-
executor-111122223333-2eum5fahljclkwyjcl9ikdhdkdeghln26vbe

Once you completed all the steps required for EKS pod identity, you can skip the following steps
for IRSA setup:

« Enable IAM Roles for Service Accounts (IRSA) on the EKS cluster

« Create a job execution role

» Update the trust policy of the job execution role

You can skip directly to the following step: Grant users access to Amazon EMR on EKS

Delete Role Associations

Whenever you delete a virtual cluster or a job execution role and you no longer want to give access
to EMR to its service accounts, you should delete the associations for the role. This is because EKS
allows associations with non-existent resources (namespace and service account). Amazon EMR on
EKS recommends deleting the associations if the namespace is deleted or the role is no longer in
use, to free up space for other associations.

® Note

The lingering associations could potentially impact your ability to scale if you don't delete
them, as EKS has limitations on the number of associations you can create (soft limit: 1000
associations per cluster). You can list pod identity associations in a given namespace to
check if you have any lingering associations that needs to be cleaned up:

aws eks list-pod-identity-associations --cluster-name mycluster --namespace mynamespace

With the Amazon CLI (version 2.24.0 or higher), run the following emr-containers command to
delete EMR’s role associations:
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aws emr-containers delete-role-associations \
--cluster-name mycluster \
--namespace mynamespace \
--role-name JobExecutionRoleIRSAv2

Automatically Migrate Existing IRSA to Pod Identity

You can use the tool eksctl to migrate existing IAM Roles for Service Accounts (IRSA) to pod
identity associations:

eksctl utils migrate-to-pod-identity \
--cluster mycluster \
--remove-oidc-provider-trust-relationship \
--approve

Running the command without the --approve flag will only output a plan reflecting the
migration steps, and no actual migration will occur.

Troubleshooting

My job failed with NoClassDefinitionFound or ClassNotFound Exception for Credentials
Provider, or failed to get credentials provider.

EKS Pod Identity uses the Container Credentials Provider to retrieve the necessary credentials. If
you have specified a custom credentials provider, ensure it is working correctly. Alternatively, make
sure you are using a correct Amazon SDK version that supports the EKS Pod Identity. For more
information, refer to Get started with Amazon EKS.

Job failed with the "Failed to Retrieve Credentials Due to [x] Size Limit" error shown in the eks-
pod-identity-agent log.

EMR on EKS creates Kubernetes Service Accounts based on the job execution role name. If the
role name is too long, EKS Auth will fail to retrieve credentials because the combination of
cluster_name, pod_name, and service_account_name exceeds the length limit. Identify
which component is taking up the most space and adjust the size accordingly.

Job failed with "Failed to Retrieve Credentials xxx" error shown in the eks-pod-identity log.

One possible cause of this issue could be that the EKS cluster is configured under private subnets
without correctly configuring PrivateLink for the cluster. Check if your cluster is in a private
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network and configure Amazon PrivateLink to address the issue. For detailed instructions, refer to
Get started with Amazon EKS..

Option 2: Enable IAM Roles for Service Accounts (IRSA) on the EKS cluster

The IAM roles for service accounts feature is available on Amazon EKS versions 1.14 and later and
for EKS clusters that are updated to versions 1.13 or later on or after September 3rd, 2019. To use
this feature, you can update existing EKS clusters to version 1.14 or later. For more information, see
Updating an Amazon EKS cluster Kubernetes version.

If your cluster supports IAM roles for service accounts, it has an OpenlID Connect issuer URL
associated with it. You can view this URL in the Amazon EKS console, or you can use the following
Amazon CLI command to retrieve it.

/A Important

You must use the latest version of the Amazon CLI to receive the proper output from this
command.

aws eks describe-cluster --name cluster_name --query "cluster.identity.oidc.issuer" --
output text

The expected output is as follows.

https://oidc.eks.<region-code>.amazonaws.com/id/EXAMPLED539D4633E53DE1B716D3041E

To use IAM roles for service accounts in your cluster, you must create an OIDC identity provider
using either eksctl or the Amazon Web Services Management Console.

To create an IAM OIDC identity provider for your cluster with eksctl

Check your eksctl version with the following command. This procedure assumes that you have
installed eksctl and that your eksct1 version is 0.32.0 or later.

eksctl version

For more information about installing or upgrading eksctl, see Installing or upgrading eksctl.
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Create your OIDC identity provider for your cluster with the following command. Replace
cluster_name with your own value.

eksctl utils associate-iam-oidc-provider --cluster cluster_name --approve

To create an IAM OIDC identity provider for your cluster with the Amazon Web Services
Management Console

Retrieve the OIDC issuer URL from the Amazon EKS console description of your cluster, or use the
following Amazon CLI command.

Use the following command to retrieve the OIDC issuer URL from the Amazon CLI.

aws eks describe-cluster --name <cluster_name> --query "cluster.identity.oidc.issuer"
--output text

Use the following steps to retrieve the OIDC issuer URL from the Amazon EKS console.

1. Open the IAM console at https://console.aws.amazon.com/iam/.

2. In the navigation panel, choose Identity Providers, and then choose Create Provider.

1. For Provider Type, choose Choose a provider type, and then choose OpenlID Connect.
2. For Provider URL, paste the OIDC issuer URL for your cluster.
3. For Audience, type sts.amazonaws.com and choose Next Step.

3. Verify that the provider information is correct, and then choose Create to create your identity
provider.

Create a job execution role

To run workloads on Amazon EMR on EKS, you need to create an IAM role. We refer to this role as
the job execution role in this documentation. For more information about how to create IAM roles,
see Creating IAM roles in the IAM user Guide.

You must also create an IAM policy that specifies the permissions for the job execution role and
then attach the IAM policy to the job execution role.

The following policy for the job execution role allows access to resource targets, Amazon S3, and
CloudWatch. These permissions are necessary to monitor jobs and access logs. To follow the same
process using the Amazon CLI:
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Create IAM Role for job execution: Let's create the role that EMR will use for job execution. This is
the role, EMR jobs will assume when they run on EKS.

cat <<EoF > ~/environment/emr-trust-policy.json

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Service": "elasticmapreduce.amazonaws.com"
},
"Action": "sts:AssumeRole"
}
]
}
EoF

aws iam create-role --role-name EMRContainers-JobExecutionRole --assume-role-policy-
document file://~/environment/emr-trust-policy.json

Next, we need to attach the required IAM policies to the role so it can write logs to s3 and
cloudwatch.

cat <<EoF > ~/environment/EMRContainers-JobExecutionRole. json
{
"Version": "2012-10-17",
"Statement": [

{
"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:ListBucket"
1,
"Resource": "arn:aws:s3:::amzn-s3-demo-bucket"
I
{

"Effect": "Allow",

"Action": [
"logs:PutLogEvents",
"logs:CreatelLogStream",
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"logs:DescribelLogGroups",
"logs:DescribelLogStreams"
1,
"Resource": [
"arn:aws:logs:*:*:*"

}

EoF

aws iam put-role-policy --role-name EMRContainers-JobExecutionRole --policy-name
EMR-Containers-Job-Execution --policy-document file://~/environment/EMRContainers-
JobExecutionRole. json

(® Note

Access should be appropriately scoped, not granted to all S3 objects in the job execution
role.

JSON

"Version":"2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": [
"s3:PutObject",
"s3:GetObject",
"s3:ListBucket"
]I
"Resource": [
"arn:aws:s3:::amzn-s3-demo-bucket"
1,
"Sid": "AllowS3Putobject"
},

{
"Effect": "Allow",

"Action": [
"logs:PutLogEvents",

Setting up 111



Amazon EMR Amazon EMR on EKS Development Guide

"logs:CreateLogStream",
"logs:DescribelogGroups",
"logs:DescribelLogStxreams"

]I

"Resouxce": [
"arn:aws:logs:*:*:*"

1,

"Sid": "AllowLOGSPutlogevents"

For more information, see Using job execution roles, Configure a job run to use S3 logs, and

Configure a job run to use CloudWatch Logs.

Update the trust policy of the job execution role

When you use IAM Roles for Service Accounts (IRSA) to run jobs on a Kubernetes namespace, an
administrator must create a trust relationship between the job execution role and the identity of
the EMR managed service account. The trust relationship can be created by updating the trust
policy of the job execution role. Note that the EMR managed service account is automatically
created at job submission, scoped to the namespace where the job is submitted.

Run the following command to update the trust policy.

aws emr-containers update-role-trust-policy \
--cluster-name cluster \
--namespace namespace \
--role-name iam _role_name_for_job_execution

For more information, see Using job execution roles with Amazon EMR on EKS.

/A Important

The operator running the above command must have these permissions:
eks:DescribeCluster, iam:GetRole, iam:UpdateAssumeRolePolicy.

Setting up 112


https://docs.aws.amazon.com/emr/latest/EMR-on-EKS-DevelopmentGuide/iam-execution-role.html
https://docs.aws.amazon.com/emr/latest/EMR-on-EKS-DevelopmentGuide/emr-eks-jobs-CLI.html#emr-eks-jobs-s3
https://docs.aws.amazon.com/emr/latest/EMR-on-EKS-DevelopmentGuide/emr-eks-jobs-CLI.html#emr-eks-jobs-cloudwatch

Amazon EMR Amazon EMR on EKS Development Guide

Grant users access to Amazon EMR on EKS

For any actions that you perform on Amazon EMR on EKS, you need a corresponding IAM
permission for that action. You must create an IAM policy that allows you to perform the Amazon
EMR on EKS actions and attach the policy to the IAM user or role that you use.

This topic provides steps for creating a new policy and attaching it to a user. It also covers the basic
permissions that you need to set up your Amazon EMR on EKS environment. We recommend that
you refine the permissions to specific resources whenever possible based on your business needs.

Creating a new IAM policy and attaching it to a user in the IAM console
Create a new IAM policy

1. Sign in to the Amazon Web Services Management Console and open the IAM console at
https://console.aws.amazon.com/iam/.

2. In the left navigation pane of the IAM console, choose Policies.
3. On the Policies page, choose Create Policy.

4. In the Create Policy window, navigate to the Edit JSON tab. Create a policy document with
one or more JSON statements as shown in the examples following this procedure. Next,
choose Review policy.

5. On the Review Policy screen, enter your Policy Name, for example AmazonEMRONEKSPolicy.
Enter an optional description, and then choose Create policy.
Attach the policy to a user or role

1. Sign in to the Amazon Web Services Management Console and open the IAM console at
https://console.aws.amazon.com/iam/

2. In the navigation pane, choose Policies.

3. In the list of policies, select the check box next to the policy created in the previous section.
You can use the Filter menu and the search box to filter the list of policies.

4. Choose Policy actions, and then choose Attach.

5. Choose the user or role to attach the policy to. You can use the Filter menu and the search
box to filter the list of principal entities. After choosing the user or role to attach the policy to,
choose Attach policy.
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Permissions for managing virtual clusters

To manage virtual clusters in your Amazon account, create an IAM policy with the following

permissions. These permissions allow you to create, list, describe, and delete virtual clusters in your

Amazon account.

JSON

{
"Version":"2012-10-17",
"Statement": [
{

"Effect": "Allow",

"Action": [
"iam:CreateServicelLinkedRole"

1,

"Resource": [
wxn

]I

"Condition": {

"StringlLike": {
"iam:AWSSexrviceName": "emr-containers.amazonaws
}
},
"Sid": "AllowIAMCreateservicelinkedrole"
},
{

"Effect": "Allow",

"Action": [
"emr-containers:CreateVirtualCluster",
"emr-containers:ListVirtualClusters",
"emr-containers:DescribeVirtualClustex",
"emr-containers:DeleteVirtualCluster"”

1,

"Resource": [
wxn

]I

"Sid": "AllowEMRCONTAINERSCreatevirtualcluster"

}
]
}

.com"
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Amazon EMR is integrated with Amazon EKS cluster access management (CAM), so you can
automate configuration of the necessary AuthN and AuthZ policies to run Amazon EMR Spark jobs
in namespaces of Amazon EKS clusters. To do so, you must have the following permissions:

"Effect": "Allow",
"Action": [
"eks:CreateAccessEntry"
1,
"Resource":
"arn:<AWS_PARTITION>:eks:<AWS_REGION>:<AWS_ACCOUNT_ID>:cluster/<EKS_CLUSTER_NAME>"
1,

{

"Effect": "Allow",

"Action": [
"eks:DescribeAccessEntry",
"eks:DeleteAccessEntry",
"eks:ListAssociatedAccessPolicies",

"eks:AssociateAccessPolicy",
"eks:DisassociateAccessPolicy"

1,

"Resource": "arn:<AWS_PARTITION>:eks:<AWS_REGION>:<AWS_ACCOUNT_ID>:access-

entry/<EKS_CLUSTER_NAME>/role/<AWS_ACCOUNT_ID>/AWSServiceRoleForAmazonEMRContainers/*"

}

For more information, see Automate enabling cluster access for Amazon EMR on EKS.

When the CreateVirtualCluster operation is invoked for the first time from an Amazon
account, you also need the CreateServicelLinkedRole permissions to create the service-linked
role for Amazon EMR on EKS. For more information, see Using service-linked roles for Amazon EMR
on EKS.

Permissions for submitting jobs

To submit jobs on the virtual clusters in your Amazon account, create an IAM policy with the
following permissions. These permissions allow you to start, list, describe, and cancel job runs for
the all virtual clusters in your account. You should consider adding permissions to list or describe
virtual clusters, which allow you to check the state of the virtual cluster before submitting jobs.
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JSON

"Version":"2012-10-17",
"Statement": [

{

"Effect": "Allow",

"Action": [
"emr-containers:StartJobRun",
"emx-containers:ListJobRuns",
"emr-containers:DescribeJobRun",
"emx-containers:CancelJobRun"

1,

"Resource": [

myn

1,
"Sid": "AllowEMRCONTAINERSStartjobrun"

Permissions for debugging and monitoring

To get access to logs pushed to Amazon S3 and CloudWatch, or to view application event logs in
the Amazon EMR console, create an IAM policy with the following permissions. We recommend
that you refine the permissions to specific resources whenever possible based on your business

needs.

/A Important

If you haven't created an Amazon S3 bucket, you need to add s3:CreateBucket
permission to the policy statement. If you haven't created a log group, you need to add
logs:CreatelLogGroup to the policy statement.

JSON

"Version":"2012-10-17",
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"Statement": [

{

"Effect": "Allow",

"Action": [
"emr-containers:DescribeJobRun",
"elasticmapreduce:CreatePersistentAppUI”,
"elasticmapreduce:DescribePexrsistentAppUI",
"elasticmapreduce:GetPexrsistentAppUIPresignedURL"

1,

"Resource": [

myn

1,
"Sid": "AllowEMRCONTAINERSDescribejobrun"

"Effect": "Allow",
"Action": [
"s3:GetObject",
"s3:ListBucket"
]I

"Resource": [

Mg

1,
"Sid": "AllowS3Getobject"

"Effect": "Allow",
"Action": [
"logs:Get*",
"logs:DescribelogGroups",
"logs:DescribelLogStxreams"

1,

"Resource": [

Mg

1,
"Sid": "AllowLOGSGet"

Setting up



Amazon EMR Amazon EMR on EKS Development Guide

For more information about how to configure a job run to push logs to Amazon S3 and
CloudWatch, see Configure a job run to use S3 logs and Configure a job run to use CloudWatch

Logs.

Register the Amazon EKS cluster with Amazon EMR
Registering your cluster is the final required step to set up Amazon EMR on EKS to run workloads.

Use the following command to create a virtual cluster with a name of your choice for the Amazon
EKS cluster and namespace that you set up in previous steps.

(@ Note

Each virtual cluster must have a unique name across all the EKS clusters. If two virtual
clusters have the same name, the deployment process will fail even if the two virtual
clusters belong to different EKS clusters.

aws emr-containers create-virtual-cluster \
--name virtual_cluster_name \
--container-provider '{

"id": "cluster_name",
"type": "EKS",
"info": {
"eksInfo": {
"namespace": "namespace_name"
}
}

} 1

Alternatively, you can create a JSON file that includes the required parameters for the virtual
cluster and then run the create-virtual-cluster command with the path to the JSON file. For
more information, see Managing virtual clusters.

(@ Note

To validate the successful creation of a virtual cluster, view the status of virtual clusters
using the 1ist-virtual-clusters operation or by going to the Virtual Clusters page in
the Amazon EMR console.
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Submit a job run with StartJobRun
To submit a job run with a JSON file with specified parameters

1. Createastart-job-run-request. json file and specify the required parameters for your
job run, as the following example JSON file demonstrates. For more information about<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>