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What is Snowball Edge?

Snowball Edge is a device with on-board storage and compute power for select Amazon
capabilities. Snowball Edge can process data locally, run edge-computing workloads, and transfer
data to or from the Amazon Web Services Cloud.

Each Snowball Edge device can transport data at speeds faster than the internet. This transport
is done by shipping the data in the devices through a regional carrier. The appliances are rugged,
complete with E Ink shipping labels.

Snowball Edge devices have two options for device configurations—Storage Optimized 2710 TB and
Compute Optimized. When this guide refers to Snowball Edge devices, it's referring to all options
of the device. When specific information applies only to one or more optional configurations of
devices, it is called out specifically. For more information, see Snowball Edge device configurations.

Topics

« Snowball Edge features

» Services related to Snowball Edge

» Accessing the Snowball Edge service

« Pricing for the Snowball Edge

» Resources for first-time Amazon Snowball Edge users

« Amazon Snowball Edge device hardware information

» Prerequisites for using Snowball Edge

Snowball Edge features

Snowball Edge devices have the following features:

« Large amounts of storage capacity or compute functionality for devices. This depends on the
options you choose when you create your job.

» Network adapters with transfer speeds of up to 100 Gbit/second.
« Encryption is enforced, protecting your data at rest and in physical transit.

« You can import or export data between your local environments and Amazon S3, and physically
transport the data with one or more devices without using the internet.

Snowball Edge features 1
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« Snowball Edge devices are their own rugged box. The built-in E Ink display changes to show your
shipping label when the device is ready to ship.

« Snowball Edge devices come with an on-board LCD display that can be used to manage network
connections and get service status information.

» You can cluster Snowball Edge devices for local storage and compute jobs to achieve data
durability across 3 to 16 devices and locally grow or shrink storage on demand.

» You can use Amazon EKS Anywhere on Snowball Edge devices for Kubernetes workloads.

« Snowball Edge devices have Amazon S3 and Amazon EC2 compatible endpoints available,
enabling programmatic use cases.

« Snowball Edge devices support the new sbel, sbe-c, and sbe-g instance types, which you can
use to run compute instances on the device using Amazon Machine Images (AMls).

« Snowball Edge supports these data transfer protocols for data migration:
NFSv3

NFSv4

NFSv4.1

Amazon S3 over HTTP or HTTPS (via APl compatible with Amazon CLI version 1.16.14 and
earlier)

Services related to Snowball Edge

You can use an Amazon Snowball Edge device with the following related Amazon services:

« Amazon S3 adapter — Use for programmatic data transfer in to and out of Amazon using the
Amazon S3 API for Snowball Edge, which supports a subset of Amazon S3 API operations. In this
role, data is transferred to the Snow device by Amazon on your behalf and the device is shipped
to you (for an export job), or Amazon ships an empty Snow device to you and you transfer data
from your on-premises sources to the device and ship it back to Amazon (for an import job)"

« Amazon S3 compatible storage on Snowball Edge — Use to support the data needs of
compute services such as Amazon EC2, Amazon EKS Anywhere on Snow, and others. This
feature is available on Snowball Edge devices and provides an expanded Amazon S3 API set and
features such as increased resiliency with flexible cluster setup for 3 to 16 nodes, local bucket
management, and local notifications.

« Amazon EC2 - Run compute instances on a Snowball Edge device using the Amazon EC2
compatible endpoint, which supports a subset of the Amazon EC2 API operations. For more

Related Services 2
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information about using Amazon EC2 in Amazon, see Getting started with Amazon EC2 Linux

instances.

« Amazon EKS Anywhere on Snow - Create and operate Kubernetes clusters on Snowball Edge
devices. See Using Amazon EKS Anywhere on Amazon Snow.

« Amazon Lambda powered by Amazon loT Greengrass — Invoke Lambda functions based on
Amazon S3 compatible storage on Snowball Edge storage actions made on an Amazon Snowball
Edge device. For more information about using Lambda, see Using Amazon Lambda with an

Amazon Snowball Edge and the Amazon Lambda Developer Guide.

« Amazon Elastic Block Store (Amazon EBS) - Provide block-level storage volumes for use with
EC2-compatible instances. For more information, see Amazon Elastic Block Store (Amazon EBS).

« Amazon Identity and Access Management (IAM) - Use this service to securely control access to
Amazon resources. For more information, see What is IAM?

« Amazon Security Token Service (Amazon STS) — Request temporary, limited-privilege
credentials for IAM users or for users that you authenticate (federated users). For more
information, see Temporary security credentials in IAM.

« Amazon EC2 Systems Manager — Use this service to view and control your infrastructure on
Amazon. For more information, see What is Amazon Systems Manager?

Accessing the Snowball Edge service

You can use the Amazon Snow Family Management Console or the job management API to create

and manage jobs. For more information about using the Amazon Snow Family Management

Console, see Getting started with Snowball Edge. For information about the job management API,

see Job Management API Reference for Snowball Edge.

Accessing an Amazon Snowball Edge device

After your Snowball Edge device is onsite, you can configure it with an IP address using the LCD
screen then you can unlock the device using the Snowball Edge client or Amazon OpsHub. Then,
you run can perform data transfer or edge compute tasks. For more information, see Receiving the

Snowball Edge.

Pricing for the Snowball Edge

For information about the pricing and fees associated with the service and its devices, see Amazon
Snowball Edge Pricing.

Accessing the Snowball Edge service 3
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Resources for first-time Amazon Snowball Edge users

If you are a first-time user of the Amazon Snowball Edge service, we recommend that you read the
following sections in order:

1. For information about device types and options, see Amazon Snowball Edge device hardware
information.

2. To learn more about the types of jobs, see Understanding Snowball Edge jobs.

3. For an end-to-end overview of how to use an Amazon Snowball Edge device, see How Amazon
Snowball Edge works.

4. When you're ready to get started, see Getting started with Snowball Edge.

5. For information about using compute instances on a device, see Using Amazon EC2-compatible
compute instances on Snowball Edge.

Amazon Snowball Edge device hardware information

All Snowball Edge devices share physical characteristics, like size and weight, but contain different
types of hardware to suit their intended use. Devices designed for data transfer are configured
with more storage and devices designed for compute are configured with more virtual CPUs and
memory. This section provides information about the physical characteristics of Snowball Edge
devices, and their compute and storage specifications.

Topics

» Snowball Edge device configurations

« Amazon Snowball Edge device specifications

« Network hardware supported by Snowball Edge

Snowball Edge device configurations

Snowball Edge devices have the following options for device configurations:

« Snowball Edge storage-optimized 210 TB - This Snowball Edge device option has 210 TB of
usable storage capacity.

Resources for first-time Amazon Snowball Edge users 4
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« Snowball Edge compute-optimized — This Snowball Edge device (with AMD EPYC Gen2) has the
most compute functionality, with up to 104 vCPUs, 416 GB of memory, and 28 TB of dedicated
NVMe SSD for compute instances.

® Note

When using Amazon S3 compatible storage on Snowball Edge on these devices, usable
storage will vary. See Using Amazon S3 compatible storage on Snowball Edge on Snowball
Edge for storage capacity with Amazon S3 compatible storage on Snowball Edge.

For more information about the compute functionality of these three options, see Using Amazon
EC2-compatible compute instances on Snowball Edge. Job creation and disk capacity differences in

terabytes are described here.

® Note
When we refer to Snowball Edge devices, this includes all optional variants of the device.
When information applies to one or more specific optional configurations, we mention this
explicitly.

The following table summarizes the differences between the various device options. For hardware
specification information, see Amazon Snowball Edge device specifications.

Snowball Edge storage-o Snowball Edge compute-
ptimized 210 TB optimized with AMD EPYC
Gen2 and NVME

CPU AMD Rome, 64 cores, 2 GHz AMD Rome, 64 cores, 2 GHz
vCPUs 104 104

Usable memory 416 GB 416 GB

Security card Yes Yes

SSD 210 TB NVMe 28 TB NVMe

Device configurations 5
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Usable HDD

Network interfaces

Physical security features

Amazon Snowball Edge device specifications

Snowball Edge storage-o
ptimized 210 TB

Not applicable

e 2x 10 Gbit - RJ45 (one
usable)

« 1x 25 Gbit - SFP28
« 1x 100 Gbit - QSFP28

« Hidden magnetic screws
« Intrusion switches

» NFC tags

o Anti-tamper inserts

« Android app for tamper
detection

« Conformal coating

Snowball Edge compute-
optimized with AMD EPYC
Gen2 and NVME

Not applicable

e 2x 10 Gbit - RJ45 (one
usable)

e 1x 25 Gbit - SFP28
« 1x 100 Gbit - QSFP28

« Hidden magnetic screws
« Intrusion switches

» NFC tags

o Anti-tamper inserts

« Android app for tamper
detection

« Conformal coating

In this section, you can find specifications for Amazon Snowball Edge device types and the

hardware.

Topics

« Snowball Edge Storage Optimized 210 TB specifications

« Snowball Edge Compute Optimized device specifications

Snowball Edge Storage Optimized 210 TB specifications

The following table contains hardware specifications for Snowball Edge Storage Optimized 210 TB

devices.

Device specifications
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Item

Compute and
memory specifica
tions

CPU
RAM

Storage specifica
tions

NVME storage
capacity

SSD storage capacity

Power supply
specifications

Power

Power consumption

Voltage
Frequency

Data and network
connections

Cables

Snowball Edge Storage Optimized 210 TB specifications

104 vCPUs

416 GB

210 TB usable (for object and NFS data transfer)

None

In Amazon Web Services Regions in the US: NEMA 5-15p 100-220
volts. In all Amazon Regions, a power cable is included

304 watts for an average use case, though the power supply is rated
for 1200 watts

100 - 240V AC

47/63 Hz

2x 10 Gbit — RJ45 (one usable)
1x 25 Gbit - SFP28

1x 100 Gbit - QSFP28

Each Amazon Snowball Edge device ships country-specific power
cables. No other cables or optics are provided. For more information,
see Network hardware supported by Snowball Edge.

Device specifications
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Item

Thermal requireme
nts

Decibel output

Dimensions and
weight specifications

Weight
Height
Width

Length

Environment
specifications

Vibration

Shock

Altitude

Temperature range

Snowball Edge Storage Optimized 210 TB specifications

Amazon Snowball Edge devices are designed for office operations, and
are ideal for data center operations.

On average, an Amazon Snowball Edge device produces 68 decibels of
sound, typically quieter than a vacuum cleaner or living-room music.

49.7 pounds (22.54 Kg)
15.5 inches (394 mm)
10.6 inches (265 mm)

28.3 inches (718 mm)

Non-operational use equivalent to ASTM D4169 Truck level 1 0.73
GRMS

Operational use equivalent to 70G (MIL-S-901)
Non-operational use equivalent to 50G (ISTA-3A)

Operational use equivalent to 0-3,000 meters (0-10,000 feet)
Non-operational use equivalent to 0-12,000 meters

0-30°C (operational)

Device specifications
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Snowball Edge Compute Optimized device specifications

Item

Compute and memory specifica

tions

CPU

RAM

Storage specifications

SSD storage capacity

Power supply specifications

Power

Power consumption

Voltage
Frequency

Data and network connections

Cables

Snowball Edge Compute Optimized specifications

104 vCPUs

512 GB RAM (Up to 416 GB RAM - Customer usable)

28 TB NVMe SSD

In Amazon Web Services Regions in the US: NEMA 5-
15p 100-220 volts. In all Amazon Regions, a power
cable is included

304 watts for an average use case, though the power
supply is rated for 1200 watts

100 - 240V AC

47/63 Hz

2x 10 Gbit — RJ45 (one usable)
1x 25 Gbit — SFP28

T1x 100 Gbit - QSFP28

Each Amazon Snowball Edge device ships country-
specific power cables. No other cables or optics are
provided. For more information, see Network hardware

supported by Snowball Edge.

Device specifications
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Item

Thermal requirements

Decibel output

Dimensions and weight specifica
tions

Weight

Height

Width

Length

Environment specifications

Vibration

Shock

Altitude

Temperature range

Snowball Edge Compute Optimized specifications

Amazon Snowball Edge devices are designed for office
operations, and are ideal for data center operations.

On average, an Amazon Snowball Edge device produces
68 decibels of sound, typically quieter than a vacuum
cleaner or living-room music.

49.7 pounds (22.54 Kg)
15.5 inches (394 mm)
10.6 inches (265 mm)

28.3 inches (718 mm)

Non-operational use equivalent to ASTM D4169 Truck
level 1 0.73 GRMS

Operational use equivalent to 70G (MIL-5-901)
Non-operational use equivalent to 50G (ISTA-3A)

Operational use equivalent to 0-3,000 meters (0-
10,000 feet)

Non-operational use equivalent to 0-12,000 meters

0-45°C (operational)

Device specifications
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Network hardware supported by Snowball Edge

To use the Amazon Snowball Edge device, you need your own network cables. For RJ45 cables,
there are no specific recommendations. SFP+ and QSFP+ cables and modules from Mellanox and
Finisar have been verified to be compatible with the device.

After you open the back panel of the Amazon Snowball Edge device, you see the network ports
similar to the ports shown in the following screenshot.

Only one network interface on the Amazon Snowball Edge device can be used at a time. Hence use
any one of the ports to support the following network hardware.

SFP

This port provides a 10G/25G SFP28 interface compatible with SFP28 and SFP+ transceiver
modules and direct-attach copper (DAC) cables. You need to provide your own transceivers or DAC
cables.
» For 10G operation, you can use any SFP+ option. Examples include:

» 10Gbase-LR (single mode fiber) transceiver

« 10Gbase-SR (multi-mode fiber) transceiver

« SFP+ DAC cable
» For 25G operation, you can use any SFP28 option. Examples include:

o 25Gbase-LR (single mode fiber) transceiver

« 25Gbase-SR (multi-mode fiber) transceiver

« SFP28 DAC cable

Supported network hardware 11
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QSFP

This port provides a 40G QSFP+ interface on storage optimized devices and a 40/50/100G QSFP
+ interface on compute optimized devices. Both are compatible with QSFP+ transceiver modules
and DAC cables. You need to provide your own transceivers or DAC cables. Examples include the
following:

o 40Gbase-LR4 (single mode fiber) transceiver
e 40Gbase-SR4 (multi-mode fiber) transceiver

« QSFP+ DAC

RJ45

This port provides 1Gbase-TX/10Gbase-TX operation. It is connected via UTP cable terminated
with a RJ45 connector. Snowball Edge devices have two RJ45 ports. Choose one port to use.

Supported network hardware 12
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1G operation is indicated by a blinking amber light. 1G operation is not recommended for large-
scale data transfers to the Snowball Edge device, as it dramatically increases the time it takes to
transfer data.

10G operation is indicated by a blinking green light. It requires a Cat6A UTP cable with a maximum
operating distance of 180 feet (55 meters).

Prerequisites for using Snowball Edge

Before you get started with a Snowball Edge, you need to sign up for an Amazon account if you
don't have one. We also recommend learning how to configure your data and compute instances
for use with Snowball Edge.

Amazon Snowball Edge is a region-specific service. So before you plan your job, be sure that the
service is available in your Amazon Web Services Region. Ensure that your location and Amazon
S3 bucket are within the same Amazon Web Services Region or the same country because it will
impact your ability to order the device.

To use Amazon S3 compatible storage on Snowball Edge with compute optimized devices for local
edge compute and storage jobs, you need to provision S3 capacity on the device or devices when
you order. Amazon S3 compatible storage on Snowball Edge supports local bucket management,
so you can create S3 buckets on the device or cluster after you receive the device or devices.

As part of the order process, you create an Amazon ldentity and Access Management (IAM) role and
an Amazon Key Management Service (Amazon KMS) key. The KMS key is used to encrypt the unlock
code for your job. For more information about creating IAM roles and KMS keys, see Creating a job

to order a Snowball Edge device.

Prerequisites for using Snowball Edge 13


https://docs.amazonaws.cn/snowball/latest/developer-guide/create-job-common.html
https://docs.amazonaws.cn/snowball/latest/developer-guide/create-job-common.html

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

® Note

In the Asia Pacific (Mumbai) Amazon Web Services Region service is provided by Amazon
on Internet Services Private Limited (AISPL). For information on signing up for Amazon
Web Services in the Asia Pacific (Mumbai) Amazon Web Services Region, see Signing Up for
AISPL.

Topics

 Sign up for an Amazon Web Services account

e Secure |IAM users

« About your environment

« Working with filenames that contain special characters

« Amazon S3 encryption with Amazon KMS

» Prerequisites for using Amazon S3 adapter on Snowball Edge for import and export jobs

» Prerequisites for using Amazon S3 compatible storage on Snowball Edge

» Prerequisites for using compute instances on Snowball Edge

Sign up for an Amazon Web Services account
If you do not have an Amazon Web Services account, use the following procedure to create one.
To sign up for Amazon Web Services

1. Open http://www.amazonaws.cn/ and choose Sign Up.

2. Follow the on-screen instructions.

Amazon sends you a confirmation email after the sign-up process is complete. At any time,
you can view your current account activity and manage your account by going to http://
www.amazonaws.cn/ and choosing My Account.

Secure IAM users

After you sign up for an Amazon Web Services account, safeguard your administrative user by
turning on multi-factor authentication (MFA). For instructions, see Enable a virtual MFA device for
an IAM user (console) in the IAM User Guide.
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To give other users access to your Amazon Web Services account resources, create IAM users. To
secure your |IAM users, turn on MFA and only give the IAM users the permissions needed to perform
their tasks.

For more information about creating and securing IAM users, see the following topics in the IAM
User Guide:

« Creating an IAM user in your Amazon Web Services account

« Access management for Amazon resources

« Example IAM identity-based policies

About your environment

Understanding your dataset and how the local environment is set up will help you complete your
data transfer. Consider the following before placing your order.

What data are you transferring?

Transferring a large number of small files does not work well with Amazon Snowball Edge.
This is because Snowball Edge Edge encrypts each individual object. Small files include files
under 1 MB in size. We recommend that you zip them up before transferring them onto the
Amazon Snowball Edge device. We also recommend that you have no more than 500,000 files
or directories within each directory.

Will the data be accessed during the transfer?

It is important to have a static dataset, (that is, no users or systems are accessing the data
during transfer). If not, the file transfer can fail due to a checksum mismatch. The files won't be
transferred and the files will be marked as Failed.

To prevent corrupting your data, don't disconnect an Amazon Snowball Edge device or change
its network settings while transferring data. Files should be in a static state while being written
to the device. Files that are modified while they are being written to the device can result in
read/write conflicts.

Will the network support Amazon Snowball Edge data transfer?

Snowball Edge supports the RJ45, SFP+, or QSFP+ networking adapters. Verify that your switch
is a gigabit switch. Depending on the brand of switch, it might say gigabit or 10/100/1000.
Snowball Edge devices do not support a megabit switch, or 10/100 switch.
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Working with filenames that contain special characters

It's important to note that if the names of your objects contain special characters, you might
encounter errors. Although Amazon S3 allows special characters, we highly recommend that you
avoid the following characters:

 Backslash ("\")

o Left curly brace ("{")

« Right curly brace ("}")

« Left square bracket ("[")

« Right square bracket ("]")
 'Less Than' symbol ("<")

« 'Greater Than' symbol (">")

» Non-printable ASCII characters (128-255 decimal characters)
 Caret ("")

« Percent character ("%")
 Grave accent / back tick ("™")
e Quotation marks

o Tilde ("~")

 'Pound' character ("#")

« Vertical bar / pipe ("[")

If your files have one or more of these characters in object names, rename the objects before

you copy them to the Amazon Snowball Edge device. Windows users who have spaces in their

file names should be careful when copying individual objects or running a recursive command. In
commands, surround the names of objects that include spaces in the names with quotation marks.
The following are examples of such files.

Operating system File name: test file.txt
Windows “C:\Users\<username>\desktop\test file.txt”
i0S /Users/<username>/test\ file.txt

Working with special characters 16
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Operating system File name: test file.txt
Linux /home/<username>/test\ file.txt
® Note

The only object metadata that is transferred is the object name and size.

Amazon S3 encryption with Amazon KMS

You can use the default Amazon managed or customer managed encryption keys to protect your
data when importing or exporting data.

Using Amazon S3 default bucket encryption with Amazon KMS managed keys

To enable Amazon managed encryption with Amazon KMS

1.

2
3.
4

Open the Amazon S3 console at https://console.amazonaws.cn/s3/.

Choose the Amazon S3 bucket that you want to encrypt.
In the wizard that appears on the right side, choose Properties.

In the Default encryption box, choose Disabled (this option is grayed out) to enable default
encryption.

Choose Amazon-KMS as the encryption method, and then choose the KMS key that you want
to use. This key is used to encrypt objects that are PUT into the bucket.

Choose Save.

After the Snowball Edge job is created, and before the data is imported, add a statement to
the existing IAM role policy. This is the role you created during the ordering process. Depending
on the job type, the default role name looks similar to Snowball-import-s3-only-role or
Snowball-export-s3-only-role.

The following are examples of such a statement.

For importing data
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If you use server-side encryption with Amazon KMS managed keys (SSE-KMS) to encrypt the
Amazon S3 buckets associated with your import job, you also need to add the following statement
to your IAM role.

Example Example Snowball import IAM role

"Effect": "Allow",
"Action": [
"kms: GenerateDataKey",
"kms: Decrypt"

1,
"Resource":"arn:aws:kms:us-west-2:123456789012:key/abcl23al-abcd-1234-
efgh-111111111111"

}

For exporting data

If you use server-side encryption with Amazon KMS managed keys to encrypt the Amazon S3
buckets associated with your export job, you also must add the following statement to your IAM
role.

Example Snowball export IAM role

"Effect": "Allow",
"Action": [
"kms:Decrypt"

15
"Resource":"arn:aws:kms:us-west-2:123456789012:key/abcl23al-abcd-1234-
efgh-111111111111"

}

Using S3 default bucket encryption with Amazon KMS customer keys

You can use the default Amazon S3 bucket encryption with your own KMS keys to protect data you
are importing and exporting.

For importing data

Amazon S3 encryption with Amazon KMS 18
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To enable customer managed encryption with Amazon KMS

1. Sign in to the Amazon Web Services Management Console and open the Amazon Key
Management Service (Amazon KMS) console at https://console.amazonaws.cn/kms.

2. To change the Amazon Web Services Region, use the Region selector in the upper-right corner
of the page.

3. In the left navigation pane, choose Customer managed keys, and then choose the KMS key
associated with the buckets that you want to use.

4. Expand Key Policy if it is not already expanded.

In the Key Users section, choose Add and search for the IAM role. Choose the IAM role, and
then choose Add.

6. Alternatively, you can choose Switch to Policy view to display the key policy document and
add a statement to the key policy. The following is an example of the policy.

Example of a policy for the Amazon KMS customer managed key

"Sid": "Allow use of the key",
"Effect": "Allow",
"Principal": {
"AWS": [
"arn:aws:iam::111122223333:role/snowball-import-s3-only-role"
]
},
"Action": [
"kms:Decrypt",
"kms:GenerateDataKey"

]I

"Resource": "*"

After this policy has been added to the Amazon KMS customer managed key, it is also needed to
update the IAM role associated with the Snowball job. By default, the role is snowball-import-
s3-only-role.

Example of the Snowball import IAM role

{
"Effect": "Allow",
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"Action": [
"kms: GenerateDataKey",
"kms: Decrypt"
1,
"Resource": "arn:aws:kms:us-west-2:123456789012:key/abcl23al-abcd-1234-
efgh-111111111111"

}

For more information, see Using Identity-Based Policies (IAM Policies) for Amazon Snowball Edge.

The KMS key that is being used looks like the following:
“Resource”:“arn:aws:kms:region:AccoundID:key/*"”
For exporting data

Example of a policy for the Amazon KMS customer managed key

"Sid": "Allow use of the key",
"Effect": "Allow",
"Principal": {
"AWS": [
"arn:aws:iam::111122223333:ro0le/snowball-import-s3-only-role"
]
},
"Action": [
"kms:Decrypt",
"kms:GenerateDataKey"

]I

"Resource": "*"

After this policy has been added to the Amazon KMS customer managed key, it is also needed to
update the IAM role associated with the Snowball job. By default, the role looks like the following:

snowball-export-s3-only-role

Example of the Snowball export IAM role

"Effect": "Allow",
"Action": [
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"kms: GenerateDataKey",
"kms: Decrypt"

1,
"Resource": "arn:aws:kms:us-west-2:123456789012:key/abcl23al-abcd-1234-
efgh-111111111111"

}

After this policy has been added to the Amazon KMS customer managed key, it is also needed to
update the IAM role associated with the Snowball job. By default, the role is snowball-export-
s3-only-role.

Prerequisites for using Amazon S3 adapter on Snowball Edge for
import and export jobs

You can use S3 adapter on Snowball Edge when you are using the devices to move data from
on-premises data sources to the cloud or from the cloud to on-premises data storage. For more
information, see Transferring files using the Amazon S3 adapter for data migration to or from

Snowball Edge.

The Amazon S3 bucket associated with the job must use the Amazon S3 standard storage class.
Before creating your first job, keep the following in mind.

For jobs that import data into Amazon S3, follow these steps:

« Confirm that the files and folders to transfer are named according to the object key naming

guidelines for Amazon S3. Any files or folders with names that don't meet these guidelines aren't
imported into Amazon S3.

« Plan what data you want to import into Amazon S3. For more information, see Planning your

large transfer with Snowball Edge.

Before exporting data from Amazon S3, follow these steps:

« Understand what data is exported when you create your job. For more information, see Using
Amazon S3 object keys when exporting data to a Snowball Edge device.

« For any files with a colon (:) in the file name, change the file names in Amazon S3 before you
create the export job to get these files. Files with a colon in the file name fail export to Microsoft
Windows Server.

Prerequisites for using Amazon S3 adapter on Snowball Edge for import and export jobs 21
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Prerequisites for using Amazon S3 compatible storage on Snowball
Edge

You use Amazon S3 compatible storage on Snowball Edge when you are storing data on the device
at your edge location and using the data for local compute operations. Data used for local compute
operations will not be imported to Amazon S3 when the device is returned.

When ordering a Snow device for local compute and storage with Amazon S3 compatible storage,
keep the following in mind.

» You will provision Amazon S3 storage capacity when you order the device. So consider your
storage need before ordering a device.

» You can create Amazon S3 buckets on the device after you receive it rather than while ordering a
Snowball Edge device.

» You will need to download the latest version of the Amazon CLI (v2.11.15 or higher), Snowball
Edge client, or Amazon OpsHub and install it on your computer to use Amazon S3 compatible
storage on Snowball Edge.

« After receiving your device, configure, start, and use Amazon S3 compatible storage on Snowball
Edge according to Using Amazon S3 compatible storage on Snowball Edge in this guide.

Prerequisites for using compute instances on Snowball Edge

You can run Amazon EC2-compatible compute instances hosted on a Amazon Snowball Edge with
the sbel, sbe-c, and sbe-g instance types:

« The sbel instance type works on devices with the Snowball Edge Edge Storage Optimized
option.

» The sbe-c instance type works on devices with the Snowball Edge Edge Compute Optimized
option.

All the compute instance types supported on Snowball Edge Edge device options are unique to
Amazon Snowball Edge devices. Like their cloud-based counterparts, these instances require
Amazon Machine Images (AMIs) to launch. You choose the AMI for an instance before you create
your Snowball Edge Edge job.
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To use a compute instance on a Snowball Edge Edge, create a job to order a Snowball Edge device
and specify your AMils. You can do this using the Amazon Snowball Edge Management Console, the
Amazon Command Line Interface (Amazon CLI), or one of the Amazon SDKs. Typically, to use your
instances, there are some housekeeping prerequisites that you must perform before creating your
job.

e« Amazon Linux 2

» CentOS 7 (x86_64) - with Updates HVM

o Ubuntu 16.04 LTS - Xenial (HVM)

o Ubuntu 20.04 LTS - Focal

o Ubuntu 22.04 LTS - Jammy

» Microsoft Windows Server 2012 R2

» Microsoft Windows Server 2016

» Microsoft Windows Server 2019

® Note

Ubuntu 16.04 LTS - Xenial (HVM) images are no longer supported in the Amazon Web
Services Marketplace, but still supported for use on Snowball Edge devices through
Amazon EC2 VM Import/Export and running locally in AMls.

You can get these images from Amazon Web Services Marketplace.

If you're using SSH to connect to the instances running on a Snowball Edge, you can use your own
key pair or you can create one on the Snowball Edge. To use Amazon OpsHub to create a key pair
on the device, see Working with key pairs for EC2-compatible instances in Amazon OpsHub. To

use the Amazon CLI to create a key pair on the device, see create-key-pair in List of supported

EC2-compatible Amazon CLI commands on a Snowball Edge. For more information on key pairs
and Amazon Linux 2, see Amazon EC2 key pairs and Linux instances in the Amazon EC2 User Guide.

For information specific to using compute instances on a device, see Using Amazon EC2-compatible
compute instances on Snowball Edge.

Prerequisites for using compute instances on Snowball Edge 23


https://aws.amazon.com/marketplace/pp/B08Q76DLTM
https://aws.amazon.com/marketplace/pp/B00O7WM7QW
https://aws.amazon.com/marketplace/pp/prodview-iftkyuwv2sjxi
https://aws.amazon.com/marketplace/pp/prodview-f2if34z3a4e3i
https://aws.amazon.com/marketplace/pp/prodview-g3y27m7b55tag
https://aws.amazon.com/marketplace/pp/prodview-fsarquezghuic
https://aws.amazon.com/marketplace/pp/prodview-bd6o47htpbnoe
http://www.amazonaws.cn/marketplace
https://docs.amazonaws.cn/AWSEC2/latest/UserGuide/ec2-key-pairs.html

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

How Amazon Snowball Edge works

Amazon Snowball Edge devices are owned by Amazon, and they reside at your on-premises
location while they're in use.

There are three job types you can use with an Amazon Snowball Edge device. Although the job
types differ in their use cases, every job type has the same workflow for how you order, receive, and
return devices. Regardless of the job type, every job follows a data erasure of the National Institute
of Standards and Technology (NIST) 800-88 standard after the job completes.

The shared workflow

1. Create the job — Each job is created in the Amazon Snow Family Management Console or
programmatically through the job management API. The status for a job can be tracked in the
console or through the API.

2. A device is prepared for your job — We prepare an Amazon Snowball Edge device for your job,
and the status of your job is now Preparing Snowball. This preparation process may take up to 4
weeks from when the job to order the device was created. This timeline should be factored into
your project plan to ensure a seamless transition.

3. A device is shipped to you by your region's carrier — The carrier takes over from here, and the
status of your job is now In transit to you. You can find your tracking number and a link to the
tracking website on the console or with the job management API. For information about who
your region's carrier is, see Shipping considerations for Snowball Edge.

4. Receive the device — A few days later, your region's carrier delivers the Amazon Snowball Edge
device to the address that you provided when you created the job, and the status of your job
changes to Delivered to you. When it arrives, you'll notice that it didn't arrive in a box, because
the device is its own shipping container.

5. Get your credentials and download the Snowball Edge client — Get ready to start transferring
data by getting your credentials, your job manifest, and the manifest's unlock code, and then
downloading the Snowball Edge client.

« The Snowball Edge client is the tool that you use to manage the flow of data from the device
to your on-premises data destination.

You can download and install the Snowball Edge client from the Amazon Snowball Edge
resources page.
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« The manifest is used to authenticate your access to the device, and it is encrypted so that only
the unlock code can decrypt it. You can get the manifest from the console or with the job
management APl when the device is on-premises at your location.

« The unlock code is a 29-character code used to decrypt the manifest. You can get the unlock
code from the console or with the job management API. We recommend that you keep the
unlock code saved somewhere separate from the manifest to prevent unauthorized access to
the device while it's at your facility.

6. Position the hardware — Move the device into your data center and open it following the
instructions on the case. Connect the device to power and your local network.

7. Power on the device — Next, power on the device by pressing the power button above the LCD
display. Wait a few minutes, and the Ready screen appears.

8. Get the IP address for the device — The LCD display has a CONNECTION tab on it. Tap this tab
and get the IP address for the Amazon Snowball Edge device.

9. Use the Snowball Edge client to unlock the device — When you use the Snowball Edge client to
unlock the Amazon Snowball Edge device, enter the IP address of the device, the path to your
manifest, and the unlock code. The Snowball Edge client decrypts the manifest and uses it to
authenticate your access to the device.

10Use the device - The device is up and running. You can use it to transfer data with the Amazon
S3 adapter or the Network File System (NFS) mount point or for local compute and storage with
Amazon S3 compatible storage on Snowball Edge.

11Prepare the device for its return trip — After you're done with the device in your on-premises
location, press the power button above the LCD display. It takes about 20 seconds or so for the
device to power off. Unplug the device and its power cables into the cable nook on top of the
device, and shut all three of the device's doors. The device is now ready to be returned.

12Your region's carrier returns the device to Amazon - When the carrier has the Amazon
Snowball Edge device, the status for the job becomes In transit to Amazon.

® Note

There are additional steps for export and cluster jobs. For more information, see How
Snowball Edge export jobs work and How Snowball Edge clustered local compute and

storage jobs work.

Topics
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» How Snowball Edge import jobs work

» How Snowball Edge export jobs work

« How Snowball Edge local compute and storage jobs work

« Snowball Edge videos and blogs

How Snowball Edge import jobs work

Each import job uses a single Snowball appliance. After you create a job to order a Snowball Edge
device in the Amazon Snow Family Management Console or the job management API, we ship

a Snowball to you. When it arrives in a few days, you connect the Snowball Edge device to your
network and transfer the data that you want imported into Amazon S3 onto the device. When
you're done transferring data, ship the Snowball back to Amazon, and we import your data into
Amazon S3.

/A Important

The import process cannot write to buckets in Amazon S3 from the Snow device if you have
turned on S3 Object Lock and enabled Default retention settings. After Amazon S3 Object
Lock is enabled, you can't disable it or suspend bucket versioning for the bucket. If your
buckets have S3 Object Lock with Default retention settings enabled, before returning the
Snowball Edge, disable the retention setting of S3 Object Lock. After the data is imported
from the device by Amazon, enable the retetion setting on the bucket again. For more
information, see Set or modify a retention period on an S3 object.

The import process also cannot write to your bucket in Amazon S3 if IAM policies on

the bucket prevent writing to the bucket. For more information, see Identity and Access

Management for Amazon S3.

How Snowball Edge export jobs work

Each export job can use any number of Amazon Snowball Edge devices. If the listing contains
more data than can fit on a single device, multiple devices are provided to you. Each job part has
exactly one device associated with it. After your job parts are created, your first job part enters the
Preparing Snowball status.
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® Note

The listing operation used to split your job into parts is a function of Amazon S3, and you
are billed for it the same way as any Amazon S3 operation.

Soon after that, we start exporting your data onto a device. The time required to export your data
will vary based on the the nature of your data set. For example, exporting many small files (less
than 10 MB) takes significantly longer. When the export is done, Amazon gets the device ready for
pickup by your region's carrier. When it arrives, you connect the Amazon Amazon Snowball Edge
device to your network and transfer the data from the device to storage on your network.

When you're done transferring data, ship the device back to Amazon. When we receive the device
for your export job part, we erase it completely. This erasure follows the National Institute of
Standards and Technology (NIST) 800-88 standards. This step marks the completion of that
particular job part.

 For keylisting

Before we export the objects in the S3 bucket, we scan the bucket. If the bucket is altered after
the scan, the job could encounter delays because we scan for missing or altered objects.

« For S3 Glacier Flexible Retrieval

It is important to note that Amazon Snowball Edge cannot export objects that are in S3 Glacier
storage class. These objects must be restored before Amazon Snowball Edge can successfully
export the objects in the bucket.

How Snowball Edge local compute and storage jobs work

You can use the local compute and storage functionality of an Amazon Snowball Edge device by
running Amazon EC2-compatible compute instances or Kubernetes containers in Amazon EKS
Anywhere on Snow. For compute functionality, data storage is provided by Amazon S3 compatible
storage on Snowball Edge.

You can create Amazon S3 buckets on the Snowball Edge devices to store and retrieve objects on
premises for applications that require local data access, local data processing, and data residency.
Amazon S3 compatible storage on Snowball Edge provides a new storage class, SNOW, which
uses the Amazon S3 APIs, and is designed to store data durably and redundantly across multiple
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Snowball Edge devices. You can use the same APIs and features on Snowball Edge buckets that you
do on Amazon S3, including bucket lifecycle policies, encryption, and tagging. When the device or
devices are returned to Amazon, all data created or stored in Amazon S3 compatible storage on
Snowball Edge is erased. For more information, see Local Compute and Storage Only Jobs.

For more information, see Information about using Snowball Edge devices to provide local

compute and storage functionality.

How Snowball Edge clustered local compute and storage jobs work

A cluster job is a special kind of job for local storage and compute only. It is for those workloads
that require increased data durability and storage capacity. For more information, see Information
about jobs providing local storage on a cluster of Snowball Edge devices.

(® Note

Like standalone local storage and compute jobs, the data stored in a cluster can't be
imported into Amazon S3 without ordering additional devices as a part of separate import
jobs. If you order these devices, you can transfer the data from the cluster to the devices
and import the data when you return the devices for the import jobs.

Clusters have 3 to 16 Amazon Snowball Edge devices, called nodes. When you receive the nodes
from your regional carrier, connect all the nodes to power and your network to obtain their IP
addresses. You use these IP addresses to unlock all the nodes of the cluster at once with a single
unlock command, using the IP address of one of the nodes. For more information, see Configuring
and using the Snowball Edge Client.

You can write data to an unlocked cluster by using or using Amazon S3 compatible storage on
Snowball Edge and the data distributed among the other nodes.

When you're done with your cluster, ship all the nodes back to Amazon. When we receive the
cluster node, we perform a complete erasure of the Snowball. This erasure follows the National
Institute of Standards and Technology (NIST) 800-88 standards.

Snowball Edge videos and blogs

» Migrating mixed file sizes with the snow-transfer-tool on Amazon Snowball Edge devices
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« Amazon Snowball Edge Data Migration

o Amazon OpsHub for Snow Family

» Novetta delivers loT and Machine Learning to the edge for disaster response

» Enable large-scale database migrations with DMS and Amazon Snowball Edge

« Data Migration Best Practices with Amazon Snowball Edge

« Amazon Snowball Edge resources

« Amazon S3 Compatible Storage on Amazon Snowball Edge Compute Optimized Devices Now
Generally Available

» Getting started with Amazon S3 compatible storage on Snowball Edge on Amazon Snowball
Edge devices
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Long-term pricing for Snowball Edge devices

When ordering a Snowball Edge device, you can choose the pricing option to best fit your use case.
Pricing is available in two ways: on-demand for each day you have the device or prepaid, long-
term pricing in monthly, one-, or three-year terms based on the device type. You may choose to
automatically renew your long-term pricing option for one- or three-year terms so that a new
prepaid period begins when the previous period ends to avoid interruption of your use of the
device. The monthly long-term pricing option will automatically renew while the device is in your
possession. For more information about ordering a device, see Creating a job to order a Snowball

Edge device in this guide.

In addition to budgetary convenience, long-term pricing allows you to swap Snowball Edge devices
during the pricing period when you operational requirements change. For example, you can request
to swap devices so that the new device includes a new AMI or new data from Amazon S3 or to
replace a failed device. See Swapping Snowball Edge devices during the long-term pricing period.

® Note

If you request to swap or replace a Snowball Edge device under 1 Year or 3 Year Commit
Pricing Plan for any reason other than hardware or a software issue attributed to

Amazon Snow service, you will be charged a Device Cycling Fee. This Device Cycling Fee is
determined as the Monthly fee (for Snowball Edge Compute Optimized) or On-Demand Job
Fee for your configuration.

For more information on long-term pricing, see Optimizing cost with long-term pricing options for

Amazon Snowball Edge. For Amazon Snowball Edge pricing for your Amazon Web Services Region,
see Amazon Snowball Edge Pricing.

Swapping Snowball Edge devices during the long-term pricing
period

Swapping Snowball Edge devices during the long-term pricing period involves ordering a new
device and immediately returning the current device.
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1.

Create a new job for the replacement Snowball Edge device. The replacement device must be

for the same job type and have the same compute and storage options as the device you have.

See Creating a job to order a Snowball Edge device in this guide.

2. Immediately return the device you have. See Powering off the Snowball Edge and Returning

the Snowball Edge device. Amazon will manage the device replacement logistics, and there
will be a device cycling fee assessed for this swap.

Swapping devices during the long-term pricing period
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Shipping considerations for Snowball Edge

When you create a job to order a Snowball Edge device, you provide a shipping address and choose
shipping speed. Note that the shipping speed doesn’'t indicate how soon you can expect to receive
the device from the day you created the job. Rather, it indicates the time that the device is in
transit between Amazon and your shipping address.

It may take up to 4 weeks to provision and prepare the device for your job before it is shipped. This
timeline should be factored into your project plan to ensure a seamless transition. While Amazon
is preparing your device to ship, you can monitor the status of your job through the Amazon Snow
Family Management Console. For more information, see Statuses of Snowball Edge jobs.

® Note

The shipping speed that you choose applies when Amazon sends the device to you and
when you return the device to Amazon.

Snowball Edge devices can only be used to import or export data within the Amazon
Region where the devices are ordered.

Region-based shipping restrictions for Snowball Edge

Before you create a job to order a Snowball Edge device, you should sign in to the console from the
Amazon Web Services Region that your Amazon S3 data is housed in. A few shipping restrictions
apply, as follows:

« We don't ship Amazon Snowball Edge devices between regions.

(® Note

Amazon will not ship an Amazon Snowball Edge device to a post office box.

Shipping Carriers

When you create a job to order a Snowball Edge device, you provide the address that you want
the Amazon Snowball Edge device shipped to. The carrier that supports your region handles the
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shipping of Amazon Snowball Edge devices from Amazon to you, and from you back to Amazon.
Whenever an Amazon Snowball Edge device is shipped, you'll get a tracking number. You can
find each job's tracking number and a link to the tracking website from the Amazon Snow Family

Management Console's job dashboard, or by using API calls to the job management API. In China,

the carrier is S.F. Express.

Region-Based Shipping Restrictions

Before you create a job to order a Snowball Edge device, you should sign in to the console from the

Amazon Web Services Region that your Amazon S3 data is housed in. A few shipping restrictions
apply, as follows:

« We don't ship Amazon Snowball Edge devices between regions.

(® Note

Amazon will not ship an Amazon Snowball Edge device to a post office box.

Region-Based Shipping Restrictions
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Getting started with Snowball Edge

With an Amazon Snowball Edge device, you can access the storage and compute power of the
Amazon Web Services Cloud locally and cost effectively in places where connecting to the internet
might not be an option. You can also transfer hundreds of terabytes or petabytes of data between
your on-premises data centers and Amazon Simple Storage Service (Amazon S3).

Following, you can find general instructions for creating and completing your first Amazon
Snowball Edge device job in the Amazon Snow Family Management Console. The console presents
the most common workflows, separated into job types. You can find more information about
specific components of the Amazon Snowball Edge device in this documentation. For an overview
of the service as a whole, see How Amazon Snowball Edge works.

It may take up to 4 weeks to provision and prepare the Snowball Edge for your job before it is
shipped. This timeline should be factored into your project plan to ensure a seamless transition.

Before you can get started, you must create an Amazon Web Services account and an administrator
user in Amazon Identity and Access Management (IAM). For information, see Prerequisites for using
Snowball Edge.

Topics

» Creating a job to order a Snowball Edge device

« Cancelling a job to order a Snowball Edge

« Cloning a job to order a Snowball Edge in the Amazon Snow Family Management Console

» Receiving the Snowball Edge

« Connecting a Snowball Edge to your local network

» Getting credentials to access a Snowball Edge

« Unlocking the Snowball Edge

» Setting up local users on a Snowball Edge

» Rebooting the Snowball Edge device

» Powering off the Snowball Edge

« Returning the Snowball Edge device

» Return shipping for Snowball Edge

» Monitoring the import status from the Snowball Edge

« Getting your data transfer job completion report and logs

34



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Creating a job to order a Snowball Edge device

To order a Snowball Edge device, you create a job to order a Snowball Edge device in the Amazon
Snow Family Management Console. A job is a term that Amazon uses to describe the lifecycle of

the use of a Snowball Edge device by a customer. A job begins when you order a device, continues
when Amazon prepares the device and ships it to you and you use it, and completes after Amazon
receives and processes the device after you return it. Jobs are categorized by type: export, import,
and local compute and storage. For more information, see Understanding Amazon Snowball Edge

jobs.

After you create the job to order a device, you can use the Amazon Snow Family Management
Console to view the job status and monitor the progress of the device you ordered as Amazon
prepares the device to ship to you and after it is returned. For more information, see Job Statuses.
After the device is returned and processed by Amazon, you can access a job completion report and
logs through the Amazon Snow Family Management Console. For more information, see Getting
your job completion report and logs on the console.

You can also create and manage jobs using the job management API. For more information, see the
Amazon Snowball Edge API Reference.

Topics

« Choosing a job type

» Choosing your compute and storage options

» Choosing your features and options

« Choosing security, shipping, and notification preferences

» Reviewing the job summary and create your job

Choosing a job type

The first step in creating a job is to determine the type of job that you need and to start planning it
using the Amazon Snow Family Management Console.

To choose your job type

1. Signin to the Amazon Web Services Management Console, and open the Amazon Snow Family

Management Console. If this is your first time creating a job in this Amazon Web Services
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Region, you will see the Amazon Snowball Edge page. Otherwise you will see the list of
existing jobs.

2. If this is your first job to order a device, choose Order an Amazon Snowball Edge device. If
you're expecting multiple jobs to migrate over 500 TB of data, choose Create your large data

migration plan greater than 500 TB. Otherwise, choose Create Job in the left navigation bar.

Choose Next step to open the Plan your job page.
3. In the Job name section, provide a name for your job in the Job name box.
4. Depending on your need, choose one of the following job types:

« Import into Amazon S3 - Choose this option to have Amazon ship an empty Snowball
Edge device to you. You connect the device to your local network and run the Snowball

Edge client. You copy data onto the device using NFS share or the S3 adapter, ship it back to

Amazon, and your data is uploaded to Amazon.

« Export from Amazon S3 - Choose this option to export data from your Amazon S3 bucket
to your device. Amazon loads your data on the device and ships it to you. You connect the
device to your local network and run the Snowball Edge client. You copy data from your
device to your servers. When you are done, ship the device to Amazon, and your data is
erased from the device.

» Local compute and storage only — Perform compute and storage workloads on the device
without transferring data.

Choose a job type

O Import into Amazon 53 Info Export from Amazon 53 Info

Local compute and storage only Info

5. Choose Next to continue.

Choosing a job type
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Choosing your compute and storage options

Choose the hardware specifications for your Snowball Edge device, which of your Amazon EC2-
compatible instances to include on it, how data will be stored, and pricing.

To choose your device's compute and storage options

1. Inthe Snow devices section, choose the Snowball Edge device to order.

® Note

Some Snowball Edge might not be available depending on the Amazon Web Services
Region you are ordering from and the job type you chose.

2. Inthe Choose your pricing option section, from the Choose your pricing option menu,
choose the type of pricing to apply to this job. If you choose 1 year or 3 year commit upfront
pricing, in Auto-renew, choose On to automatically renew the pricing when the current period
ends or Off to not automatically renew the pricing when the current period ends. For more
information about long-term pricing options for Snowball Edge devices, see Long-term pricing

for Snowball Edge devices in this guide. For device pricing for your Amazon Web Services

Region, see Amazon Snowball Edge Pricing.

3. Inthe Select the storage type section, make a choice according to your need:

« S3 Adapter: Use the S3 adapter to transfer data programmatically to and from Snowball
Edge using Amazon S3 REST API actions.

« Amazon S3 compatible storage: Use Amazon S3 compatible storage to deploy S3
compatible durable, scalable object storage on single Snowball Edge device or in a multi-
device cluster.

« NFS based data transfer: Use Network File System (NFS) based data transfer to drag and
drop files from your computer into Amazon S3 buckets on Snowball Edge.

/A Warning

NFS based data transfer doesn't support the S3 adapter. If you proceed with NFS based
data transfer, you must mount the NFS share to transfer objects. Using the Amazon CLI
to transfer objects will fail.
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See Using NFS for Offline Data Transfer in the Amazon Snowball Edge Edge Developer
Guide for more information.

® Note

Storage type options available depend on the job type and Snow device you chose.

If you selected S3 Adapter as the storage type or if you selected a device that supports block
storage, do the following to select one or more S3 buckets to include on the device:

« Inthe Select your S3 buckets section, do one or more of the following to select one or
more S3 buckets:

1. Choose the S3 bucket that you want to use in the S3 bucket name list.

2. In the Search for an item field, enter all or part a bucket name to filter the list of
available buckets on your entry, then choose the bucket.

3. Choose the Create a new S3 bucket to create a new S3 bucket. The new bucket name
appears in the Bucket name list. Choose it.

You can include one or more S3 buckets. These buckets appear on your device as local S3
buckets.

Select your 53 buckets info
The 53 buckets you select will appear as directories on your device. Data stored in these buckets on the device will not be transferred to

%3 on return

Create a new 53 bucket

Q. Search for an item
532 bucket name Date created
my-gobally-unique-bucket-name 3/15/2023, 5:20:20 PM EDT
do-not-delete-gatedgarden-audit-669419309129 3/11/2023,5:13:13 PM EST

5. If you selected Amazon S3 compatible storage as the storage type, in the S3 storage capacity
section, do the following:
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a. Select to use Amazon S3 compatible storage on Snowball Edge on a single device or a
cluster of devices. See Using a Amazon Snowball Edge cluster in this guide.

b. Select the amount of device storage to use for Amazon S3 compatible storage on
Snowball Edge.

® Note

When using Amazon S3 compatible storage on Snowball Edge, you can manage and
create Amazon S3 buckets after you receive the device, so you don't need to choose
them while ordering. See Amazon S3 compatible storage on Snowball Edge in this

guide.

S3 storage capacity

Select device type
O Single device

Cluster

Select storage amount
25TB Single device

6. If you selected NFS based data transfer as the storage type, in the Select your S3 buckets
section, do one or more of the following to select one or more S3 buckets:

a. Choose the S3 bucket that you want to use in the S3 bucket name list.

b. Inthe Search for an item field, enter all or part a bucket name to filter the list of available

buckets on your entry, then choose the bucket.

c. Choose the Create a new S3 bucket to create a new S3 bucket. The new bucket name
appears in the Bucket name list. Choose it.

d. After choosing S3 buckets to use with NFS data transfer, also choose an S3 bucket to use
as block storage for AMils. See the steps to choose an S3 bucket.

Choosing your compute and storage options
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You can include one or more S3 buckets. These buckets appear on your device as local S3
buckets.

Choose your NFS storage
These 53 buckets will appear on directories on your device. You can transfer data onto these buckets using NFS.

@ Only data stored in these directories will be ingested to your 53 buckets in the cloud.

The NFS storage limit is 80 TB

| Create a new 53 bucket

| Q. Search for an item

] 52 bucket name Date created

] this-unique-bucket-name 6/14/2023, 12:20:08 PM EDT

7. In the Compute using EC2-compatible instances - optional section, choose Amazon EC2-
compatible AMIs from your account to include on the device. Or, in the search field, enter all or
part the name of an AMI to filter the list of available AMIs on your entry, then choose the AMI.

To learn about configuring an AMI for secure shell (SSH), see Configuring an AMI for a
Snowball Edge and SSH

For more information, see Adding an AMI When Ordering Your Device in this guide.

This feature incurs additional charges. For more information, see Amazon Snowball Edge
Pricing.
8. Choose the Next button.

Choosing your features and options

Choose the features and options to include in your Amazon Snowball Edge device job, including
Amazon EKS Anywhere for Snow, an Amazon loT Greengrass instance, and remote device
management capability.

To choose your features and options

1. Inthe Amazon EKS Anywhere on Amazon Snow section, to include Amazon EKS Anywhere on
Amazon Snow, select Include Amazon EKS Anywhere on Snow and then do the following.
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® Note

We recommend that you create your Kubernetes cluster with the latest available
Kubernetes version supported by Amazon EKS Anywhere. For more information, see
Amazon EKS-Anywhere Versioning. If your application requires a specific version of

Kubernetes, use any version of Kubernetes offered in standard or extended support
by Amazon EKS. Consider the release and support dates of Kubernetes versions when
planning the lifecycle of your deployment. This will help you avoid the potential loss
of support for the version of Kubernetes you intend to use. For more information, see
Amazon EKS Kubernetes release calendar.

a. Inthe Build your own AMI section, choose the AMIs you have built for Amazon EKS
Anywhere. See Actions to complete before ordering a Snowball Edge device for Amazon

EKS Anywhere on Amazon Snow.

b. Inthe High availability section, to operate Amazon EKS Anywhere clusters across
multiple Snowball Edge devices, choose the number of devices to include in your order.

2. Inthe Amazon loT Greengrass on Snow section, to include a validated AMI for loT workloads,
select Install Amazon loT Greengrass validated AMI on my Snow device.

3. To enable remote management of your Snowball Edge device by Amazon OpsHub or Snowball
Edge Client, select Manage your Snow device remotely with Amazon OpsHub or Snowball
Edge Client.

4. Select the Next button.
Choosing security, shipping, and notification preferences

Topics

» Choose security preferences for the Snowball Edge

» Choose your shipping preferences for receiving and returning the Snowball Edge

» Choose preferences for notifications about the Snowball Edge job
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Choose security preferences for the Snowball Edge

Setting security adds the permissions and encryption settings for your Amazon Snowball Edge job
to help protect your data while in transit.

To set security for your job
1. In the Encryption section, choose the KMS key that you want to use.

« If you want to use the default Amazon Key Management Service (Amazon KMS) key, choose
Amazon/importexport (default). This is the default key that protects your import and
export jobs when no other key is defined.

« If you want to provide your own Amazon KMS key, choose Enter a key ARN, provide the
Amazon Resource Name (ARN) in the key ARN box, and choose Use this KMS key. The key
ARN will be added to the list.

2. Inthe Choose service access type section, do one of the following:

« Choose Snow console will create and use a service-linked role to access Amazon
resources on your behalf. to grant Amazon Snowball Edge permissions to use Amazon
S3 and Amazon Simple Notification Service (Amazon SNS) on your behalf. The role grants
Amazon Security Token Service (Amazon STS) AssumeRole trust to the Snow service

« Choose Add an existing service role to use, to specify the Role ARN that you want, or you
can use the default role.

3. Choose Next.

Choose your shipping preferences for receiving and returning the Snowball Edge

Receiving and returning a Snowball Edge device involves shipping the device back and forth, so it's
important that you provide accurate shipping information.

To provide shipping details
1. In the Shipping Address section, choose an existing address or add a new address.

« If you choose Use recent address, the addresses on file are displayed. Carefully choose the
address that you want from the list.

« If you choose Add a new address, provide the requested address information. The Amazon
Snow Family Management Console saves your new shipping information.
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® Note

The country that you provide in the address must match the destination country for
the device and must be valid for that country.

2. Inthe Shipping speed section, choose a shipping speed for the job. The shipping speed
doesn’t indicate how soon you can expect to receive the device from the day you created
the job. Rather, it indicates the time that the device is in transit between Amazon and your
shipping address.

It may take up to 4 weeks to provision and prepare the device for your job before it is shipped.

This timeline should be factored into your project plan to ensure a seamless transition.
The shipping speeds you can choose are:

« One-Day Shipping (1 business day)
« Two-Day Shipping (2 business days)

Choose preferences for notifications about the Snowball Edge job

Notifications update you on the latest status of your Amazon Snowball Edge jobs. You create an
SNS topic and receive emails from Amazon Simple Notification Service (Amazon SNS) as your job
status changes.

To set up notifications

o Inthe Set notifications section, do one of the following:

« If you want to use an existing SNS topic, choose Use an existing SNS topic, and choose
the topic Amazon Resource Name (ARN) from the list.

« If you want to create a new SNS topic, choose Create a new SNS topic. Enter a name for
your topic and provide an email address.

(® Note

Jobs to order Snow devices created in the US West (N. California) and US West
(Oregon) regions are routed through US East (N. Virginia) region. Because of this,
service calls like Amazon SNS are also directed through US East (N. Virginia). We

Choosing security, shipping, and notification preferences
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recommend creating any new SNS topics in the US East (N. Virginia) region for the
best experience.

Notifications will be about one of the following states of your job:

» Job created

« Preparing device

» Preparing shipment
« In transit to you

» Delivered to you
 In transit to Amazon
» At sorting facility

« At Amazon

« Importing

o Completed

« Canceled

For more information about job status change notifications and encrypted SNS topics, see
Notifications for Snowball Edge in this guide.

Select the Next.

Reviewing the job summary and create your job

After you provide all the necessary information for your Amazon Snowball Edge job, review the
job and create it. After you create the job, Amazon will begin preparing the Snowball Edge for
shipment to you.

Jobs are subject to export control laws in specific countries and might require an export license. US
export and re-export laws also apply. Diversion from the country and US laws and regulations is
prohibited.

1. In the Job summary page, review all the sections before you create the job. If you want to
make changes, choose Edit for the appropriate section, and edit the information.
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2. When you are done reviewing and editing, choose Create job.

® Note

After you create a job to order a Snowball Edge device, you can cancel it while it is
in the Job created state without incurring any charges. For more information, see
Cancelling a job through the Amazon Snow Family Management Console.

After your job is created, you can see the status of the job in the Job status section. For detailed
information about job statuses, see Job Statuses.

Cancelling a job to order a Snowball Edge

After creating a job to order a Snowball Edge device, you can cancel the job through the Amazon
Snow Family Management Console. If you cancel the job, you won't receive the device you ordered.
You can only cancel the job while the job status is Job created. After the job progresses past this
status, you cannot cancel the job. For more information, see Job Statuses.

1. Login to the Amazon Snow Family Management Console.

2. Choose the job to cancel.

3. Choose Actions. From the menu that appears, choose Cancel job.

Jobs ws Get AWS Opadub [ Whew datalls Acticon & Craate job

Job mama v Durvice v Created date v Rt

o Sngwhall Edg Secrwhall Edger Compete Optimizes L Local use

4. The Cancel job window appears. To confirm cancelling the job, enter the job name and
choose Cancel job. In the list of jobs, Cancelled appears in the Status column.
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Cancel job X

Cancel Snowball Edge order permanently? This cannot be undone.

To confirm cancellation, please type the name of the job.

Snowball Edge order

Cancel

Cloning a job to order a Snowball Edge in the Amazon Snow
Family Management Console

When you first create an import job or a local compute and storage job, you might discover that
you need more than one Amazon Snowball Edge device. Because import jobs and local compute
and storage jobs are associated with a single device, requiring more than one device means that
you need to create more than one job. When creating additional jobs, you can go through the job
creation wizard again in the console, or you can clone an existing job.

(@ Note

Cloning a job is a shortcut available in the console to make creating additional jobs easier.
If you're creating jobs with the job management API, you can simply run the job creation
command again.

Cloning a job means re-creating it exactly, except for an automatically modified name. Cloning is a
simple process.

To clone a job in the console

1. Inthe Amazon Snow Family Management Console, choose your job from the table.

2. For Actions, choose Clone job.

The Create job wizard opens to the last page, Step 6: Review.
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3. Review the information and make any changes you want by choosing the appropriate Edit
button.

4. To create your cloned job, choose Create job.

Cloned jobs are named in the format Job Name-clone-number. The number is automatically
added to the job name and represents the number of times you've cloned this job after the first
time you clone it. For example, AprilFinanceReports-clone represents the first cloned job of
AprilFinanceReports job, and DataCenterMigration-clone-42 represents the forty-second clone of
the DataCenterMigration job.

Receiving the Snowball Edge

When you receive the Amazon Snowball Edge device, you might notice that it doesn't come in

a box. The device is its own physically rugged shipping container. When the device first arrives,
inspect it for damage or obvious tampering. If you notice anything that looks suspicious about the
device, don't connect it to your internal network. Instead, contact Amazon Web Services Support

and inform them of the issue so that a new device can be shipped to you.

/A Important

The Amazon Snowball Edge device is the property of Amazon. Tampering with an Amazon
Snowball Edge device is a violation of the Amazon Acceptable Use Policy. For more
information, see Amazon Acceptable Use Policy.

The device looks like the following image.
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If you're ready to connect the device to your internal network, see the next section.

Next: Connecting a Snowball Edge to your local network

Connecting a Snowball Edge to your local network

Using the following procedure, you connect the Amazon Snowball Edge device to your local
network. The device doesn't need to be connected to the internet. The device has three doors: a
front, a back, and a top.
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To connect the device to your network

1.

Open the front and back doors, sliding them inside the device door slots. Doing this gives you
access to the touch screen on the LCD display embedded in the front of the device, and the
power and network ports in the back.

® Note

Don't close the front and back doors while you're using the Snowball Edge device. The
open doors allow air to cool the device. Closing the doors while using the device may
cause the device to shut down to prevent overheating.

Open the top door and remove the provided power cable from the cable nook, and plug the
device into power.

Choose one of your RJ45, SFP+, or QSFP+ network cables, and plug the device into your
network. The network ports are on the back of the device.

Power on the Amazon Snowball Edge device by pressing the power button above the LCD
display.
When the device is ready, the LCD display shows a short video while the device is getting ready

to start. After about 10 minutes, the device is ready to be unlocked.

(Optional) Change the default network settings through the LCD display by choosing
CONNECTION.

You can change your IP address to a different static address, which you provide by using the
following procedure.

To troubleshoot boot-up problems, see Troubleshooting boot-up problems with Snowball Edge.

To change the IP address of an Amazon Snowball Edge device

1.

On the LCD display, choose CONNECTION.

A screen appears that shows you the current network settings for the Amazon Snowball Edge
device. The IP address below the drop-down box is automatically updated to reflect the DHCP
address that the Amazon Snowball Edge device requested.

(Optional) Change the IP address to a static IP address. You can also keep it as is.
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The device is now connected to your network.

/A Important

To prevent corrupting your data, don't disconnect the Amazon Snowball Edge device or
change its connection settings while it's in use.

Next: Getting credentials to access a Snowball Edge

Getting credentials to access a Snowball Edge

Each job has a set of credentials that you must get from the Amazon Snow Family Management
Console or the job management API to authenticate your access to the Snowball Edge. These
credentials are an encrypted manifest file and an associated unlock code. The manifest file contains
important information about the job and permissions associated with it.

(@ Note
You get your credentials after the device is in transit to you. You can see the status of your
job in the Amazon Snow Family Management Console. For more information, see Statuses
of Snowball Edge jobs.

To get your credentials using the console

1. Sign in to the Amazon Web Services Management Console and open the Amazon Snow Family
Management Console.

2. On the console, search the table for the specific job to download the job manifest for, and
then choose that job.

Expand that Job status pane, and choose View job details.

4. In the details pane that appears, expand Credentials and then do the following:

» Make a note of the unlock code (including the hyphens), because you need to provide all 29
characters to unlock the device.

« In the dialog box, choose Download manifest, and follow the instructions to download the
job manifest file to your computer. The name of your manifest file includes your Job ID.
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® Note

We recommend that you don't save a copy of the unlock code in the same location in
the computer as the manifest for that job. For more information, see Best practices for

using a Snowball Edge device.

Now that you have your credentials, the next step is to download the Snowball Edge client, which is
used to unlock the Amazon Snowball Edge device.

Next: Downloading and installing the Snowball Edge Client

Unlocking the Snowball Edge

This section describes unlocking the Snowball Edge device using the Snowball Edge Client. To
unlock the device using Amazon OpsHub, a graphical user interface (GUI) tool for Snowball Edge,
see Unlock a device.

Before using a Snowball Edge device to transfer data or perform edge compute tasks, you need

to unlock the device. When unlocking the device, you authenticate your ability to access it by
providing two forms of credentials: a 29-digit unlock code and a manifest file. After you unlock the
device, you can further configure the device, move data to or from it, set up and use Amazon EC2-
compatible instances, and more.

Before unlocking a device, the device must be plugged in to power and network, turned on, and
an IP address assigned. See Connecting a Snowball Edge to your local network. You will need the
following information about the Snowball Edge device:

« Download and install the Snowball Edge client. For more information, see Downloading and

installing the Snowball Edge Client.

» Get the credentials from the Amazon Snow Family Management Console. For one or more
standalone devices, the unlock codes and manifest file for each Snowball Edge. For a cluster
of Snowball Edge devices, the one unlock code and one manifest file for the cluster. For more
information on downloading credentials, see Getting credentials to access a Snowball Edge.

« Power on each device and connect it to your network. For more information, see Connecting a
Snowball Edge to your local network.
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To unlock a standalone device with the Snowball Edge Client

1.

Find the IP address for the Amazon Snowball Edge device on the LCD display of the Amazon
Snowball Edge device, under the Connections tab. Make a note of that IP address.

Use the unlock-device command to authenticate your access to the Snowball Edge with the
IP address of the Snowball Edge and your credentials, as follows.

snowballEdge unlock-device --endpoint https://ip-address-of-device --manifest-
file /Path/to/manifest/file.bin --unlock-code 29-character-unlock-code

The device indicates it was unlocked successfully with the following message.

Your Snowball Edge device is unlocking. You may determine the unlock state of
your device using the describe-device command. Your Snowball Edge device will be
available for use when it is in the UNLOCKED state.

If the command returns connection refused, see Troubleshooting unlocking a Snowball
Edge.

Example of unlock-device command

In this example, the IP address for the device is 192.0. 2.0, the manifest file name is
JID2EXAMPLE-Qc40-49a7-9f53-916aEXAMPLE81-manifest.bin, and the 29-character
unlock code is 12345-abcde-12345-ABCDE-12345.

snowballEdge unlock-device --endpoint https://192.0.2.0 --manifest-file /
Downloads/JID2EXAMPLE-Qc40-49a7-9f53-916aEXAMPLE81-manifest.bin /
--unlock-code 12345-abcde-12345-ABCDE-12345

To unlock a cluster of Snowball Edge devices with the Snowball Edge client

1.

Find the IP address of each of the devices in the cluster on the LCD display of each Amazon
Snowball Edge device, under the Connections tab. Make a note of the IP addresses.
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2. Use the snowballEdge unlock-cluster command to authenticate your access to the
cluster of Amazon Snowball Edge device devices with the IP address of one of the devices in
the cluster, your credentials, and the IP addresses of all devices in the cluster as follows.

snowballEdge unlock-cluster --endpoint https://ip-address-of-device --manifest-
file Path/to/manifest/file.bin --unlock-code 29-character-unlock-code --device-ip-
addresses ip-address-of-cluster-device-1 ip-address-of-cluster-device-2 ip-address-
of-cluster-device-3

The cluster of devices indicates it was unlocked successfully with the following message.

Your Snowball Edge Cluster is unlocking. You may determine the unlock state of your
cluster using the describe-cluster command. Your Snowball Edge Cluster will be
available for use when your Snowball Edge devices are in the UNLOCKED state.

If the command returns connection refused, see Troubleshooting unlocking a Snowball
Edge.

Example of unlock-cluster command

In this example for a cluster of five devices, the IP address for one of the devices in the cluster
is192.0.2.0, the manifest file name is JID2EXAMPLE-0c40-49a7-9f53-916aEXAMPLES81 -
manifest.bin, and the 29-character unlock code is 12345-abcde-12345-ABCDE-12345.

snowballEdge unlock-cluster --endpoint https://192.0.2.0 --manifest-file /
Downloads/JID2EXAMPLE-Qc40-49a7-9f53-916aEXAMPLE81-manifest.bin /

--unlock-code 12345-abcde-12345-ABCDE-12345 --device-ip-addresses 192.0.2.0
192.0.2.1 192.0.2.2 192.0.2.3 192.0.2.4
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Troubleshooting unlocking a Snowball Edge

If the unlock-device command returns connection refused, you may have mistyped
the command syntax or the configuration of your computer or network may be preventing the
command from reaching the Snow device. Take these actions to resolve the situation:
1. Ensure the command was entered correctly.
a. Use the LCD screen on the device to verify the IP addressed used in the command is correct.

b. Ensure that the path to the manifest file used in the command is correct, including the file
name.

¢. Use the Amazon Snowball Edge Management Console to verify the unlock code used in the
command is correct.

2. Ensure the computer you are using is on the same network and subnet as the Snow device.

3. Ensure the computer you are using and the network are configured to allow access to the Snow
device. Use the ping command for your operating system to determine if the computer can
reach the Snow device over the network. Check the configurations of antivirus software, firewall
configuration, virtual private network (VPN), or other configurations of your computer and
network.

Now you can begin using the Snowball Edge.

Next: Setting up local users on a Snowball Edge

Setting up local users on a Snowball Edge

Following are steps to set up a local administrator on your Amazon Snowball Edge device.

1. Retrieve your root user credentials

Use the snowballEdge list-access-keys and snowballEdge get-secret-access-
key to get your local credentials. For more information, see Getting credentials for a Snowball

Edge.

2. Configure the root user credential using aws configure

Supply the Amazon Access Key ID, Amazon Secret Access Key, and Default region
name. The region name must be snow. Optionally supply a Default output format. For
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more information about configuring the Amazon CLI, see Configuring the Amazon CLI in the
Amazon Command Line Interface User Guide.

3. Create one or more local users on your device

Use the create-user command to add users to your device.

aws iam create-user --endpoint endpointIPaddress:6078 --region snow --user-
name UserName --profile ProfileID

After you add users according to your business needs, you can store your Amazon root
credentials in a safe location and only use them for account and service management tasks.
For more information about creating IAM users, see Creating an IAM user in your Amazon Web
Services account in the IAM User Guide.

4. Create an access key for your user

/A Warning

This scenario requires IAM users with programmatic access and long-term credentials,
which presents a security risk. To help mitigate this risk, we recommend that you
provide these users with only the permissions they require to perform the task and
that you remove these users when they are no longer needed. Access keys can be
updated if necessary. For more information, see Update access keys in the IAM User
Guide.

Use the create-access-key command to create an access key for your user.

aws iam create-access-key --endpoint endpointIPaddress:6078 --region snow --user-
name UserName --profile ProfileID

Save the access key information to a file and distribute to your users.

5. Create an access policy
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You might want different users to have different levels of access to functionality on your
device. The following example creates a policy document named s3-only-policy and
attaches it to a user.

{
"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Action": "s3:*",
"Resource": "*"
}
]
}

aws iam create-policy --endpoint endpointIPaddress:6078 --region snow --policy-name
s3-only-policy --policy-document file://s3-only-policy --profile ProfileID

6. Attach the policy to your user
Use the attach-user-policy to attach the s3-only-policy to a user.
aws iam attach-user-policy --endpoint endpointIPaddress:6078 --region snow

--user-name UserName --policy-arn arn:aws:iam::AccountID:policy/POLICYNAME --
profile ProfileID

For more information about using 1AM locally, see Using IAM locally on a Snowball Edge.

Rebooting the Snowball Edge device

Before you reboot a Snowball Edge device, make sure that all data transfer to the device has
stopped.

Rebooting the Snowball Edge device
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To reboot the device using the power button:

1. When all communication with the device has ended, turn it off by pressing the power button
located above the LCD screen. It takes about 20 seconds for the device to shut down. While the

device is shutting down, the LCD screen displays a message indicating the device is shutting
down.
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Snowball Edge

Snowball Edge

Shutting down, please wait.

»
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® Note

If the LCD screen is displaying the shutdown message when the device is not actually
being shut down, press the Restart display button on the screen to return the screen
to normal operation.
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Snowball Edge

Snowball Edge

Shutting down, please wait.

)

Restart display

2. Press the power button. When the device is ready, the LCD display shows a short video while
the device is getting ready to start. After about 10 minutes, the device is ready to be unlocked.
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3. Unlock the device. See Unlocking the Snowball Edge.

To reboot the device using the Snowball Edge client:

1. When all communication with the device has ended, use the reboot-device command to
reboot it. When the device is ready, the LCD display shows a short video while the device is
getting ready to start. After about 10 minutes, the device is ready to be unlocked.

snowballEdge reboot-device --profile profile-name

2. Unlock the device. See Unlocking the Snowball Edge.

Powering off the Snowball Edge

When you've finished transferring data on to the Amazon Snowball Edge device, prepare it for
its return trip to Amazon. Before you continue, make sure that all data transfer to the device has
stopped. If you were using the NFS interface to transfer data, disable it before you power off the
device. For more information, see Managing the NFS interface.

When all communication with the device has ended, turn it off by pressing the power button
located above the LCD screen. It takes about 20 seconds for the device to shut down. While the
device is shutting down, the LCD screen displays a message indicating the device is shutting down.
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® Note

If the LCD screen is displaying the shutdown message when the device is not actually being
shut down, press the Restart display button on the screen to return the screen to normal

operation.
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Snowball Edge
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Shutting down, please wait.

)

Restart display
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After the device shuts down, the shipping information appears on the E Ink display. If return
shipping information does not appear on the E Ink display, contact Amazon Web Services Support.

Next: Returning the Snowball Edge device

Returning the Snowball Edge device

After you are finished using the Snowball Edge and have powered it off, a shipping carrier will
return it to Amazon. The carrier automatically provides a tracking number for the shipment of the
device. The tracking number appears in the Amazon Snow Family Management Console. You can
access the tracking number and a link to the carrier's tracking website by viewing the job's status
details in the console. For more information, see Return shipping for Snowball Edge devices.

The carrier delivers the device to an Amazon sorting facility and the device is forwarded to the
Amazon data center. At the data center, Amazon will ensure the device has not been tampered with
during shipping and that the device is healthy. If the device contains data to import into Amazon
S3, Amazon will begin importing it. Otherwise, the data on the device will be securely erased.

You can track the status changes as Amazon processes the device in the Amazon Snow Family
Management Console. You will receive Amazon SNS notifications of status changes if you selected
that option when you created the job to order the device. For more information, see Monitoring the

Import Status.

The final status values include when the Amazon Snowball Edge device has been received by
Amazon, when data import begins, and when the job is completed.

(@ Note

If the device contains data you intended to import into Amazon S3 and you do not want
the data on the device to be imported, contact Amazon Web Services Support to request to
cancel the Snow job. If you cancel the job, we will skip the data transfer and securely erase
the device following the established processes. We are not able to hold a device containing
your data at our facilities due to our strict chain of custody and operating procedures.

To prepare an Amazon Snowball Edge device for return shipping

1. Power off the device. For more information, see Powering off the Snowball Edge.

2. Disconnect any network cables connected to the device.
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3. Disconnect the power cable. Stow it in the cable nook on top of the Amazon Snowball Edge
device.

4. Close the doors on the back, top, and front of the Amazon Snowball Edge device. Press each
door in until you hear and feel a click.

Next: Return shipping for Snowball Edge

Return shipping for Snowball Edge

The Amazon Snowball Edge device is shipped from and delivered to an Amazon data center. The
prepaid shipping information on the E Ink screen on the device includes the address to return the
Amazon Snowball Edge device. The shipping speed for the return matches the original shipping
speed when you received the device. You can track status changes using the Amazon Snow Family
Management Console, and track the package's progress through your region's carrier.

/A Important

Unless instructed otherwise by Amazon, never affix a separate shipping label to the
Amazon Snowball Edge device. Always use the shipping information that's displayed on the
Amazon Snowball Edge device E Ink display.

Amazon Snowball Edge device Pickups in China

In the China regions, keep the following information in mind for S.F. Express to pick up an Amazon
Snowball Edge device:

» You arrange for S.F. Express to pick up the Amazon Snowball Edge device by scheduling a pickup
with S.F. Express directly.

« The prepaid S.F. Express shipping label on the E Ink display contains the correct address to return
the Amazon Snowball Edge device.

« The Amazon Snowball Edge device will be delivered to an Amazon sorting facility and forwarded
to the Amazon data center. S.F. Express will automatically report back a tracking number for your
job.
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/A Important

Unless personally instructed otherwise by Amazon, never affix a separate shipping label to
the Amazon Snowball Edge device. Always use the shipping label that is displayed on the
Amazon Snowball Edge device's E Ink display.

Shipping speeds for receiving Snowball Edge

Each country has different shipping speeds available. These shipping speeds are based on the
country in which you're shipping an Amazon Snowball Edge device. Shipping speeds are as follows:

« China - When shipping within China, you have access to standard shipping speeds.

Monitoring the import status from the Snowball Edge

To monitor the status of your import job in the console, sign in to the Amazon Snow Family
Management Console in the Amazon Web Services Region where the job was created. Choose the
job you want to track from the table, or search for it by your chosen parameters in the search bar
above the table. After you select the job, detailed information appears for that job within the table,
including a bar that shows real-time status of your job.

(@ Note

If we are unable to import data to our data centers from the Snow device due to any issue
with access permissions you have configured, we will attempt to notify you and you will
have 30 days from the date we provide the notification to resolve the issue. If the issue is
not resolved, we may cancel your Snowball Edge job and delete data from the device.

After your device arrives at Amazon, your job status changes from In transit to Amazon to At
Amazon. On average, it takes a day for your data import into Amazon S3 to begin. When it does,
the status of your job changes to Importing. It will take approximately the same amount of
time for Amazon to import your data from the Snowball Edge as it did for you to move it to the
Snowball Edge. After your data is imported, the job status changes to Completed status.

Now your first data import job into Amazon S3 using Amazon Snowball Edge is complete. You can
get a report about the data transfer from the console. To access this report from the console, select
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the job from the table, and expand it to reveal the job's detailed information. Choose Get report
to download your job completion report as a PDF file. For more information, see Getting your data
transfer job completion report and logs.

Next: Getting your data transfer job completion report and logs

Getting your data transfer job completion report and logs

When you use a Snowball Edge to import data to or export data from Amazon S3, you get a
downloadable PDF job report. For import jobs, this report becomes available at the very end of
the import process. For export jobs, your job report typically becomes available for you while the
Amazon Snowball Edge device for your job part is being delivered to you. Job completion reports
are not available for local compute and storage only jobs.

The job report provides you insight into the state of your Amazon S3 data transfer. The report
includes details about your job or job part for your records. The job report also includes a table that
provides a high-level overview of the total number of objects and bytes transferred between the
device and Amazon S3.

For deeper visibility into the status of your transferred objects, you can look at the two associated
logs: a success log and a failure log. The logs are saved in comma-separated value (CSV) format,
and the name of each log includes the ID of the job or job part that the log describes.

You can download the report and the logs from the Amazon Snow Family Management Console.
Below is a sample report.
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Snow Family Job Completion Report

Region: us-gov-east-1{0S5L)

Job ID: JIDAEd95004-fe1a-42d3-895d-684f357af840
Snow Device Serial ID: 207117851234

Job type: IMPORT

Device type: Snowball Edge Storage Optimized
Storage type: 53

Job creation date: 2022-06-02 19:32:27 831 GMT
Job state: Completed

Customer address:

123 Any Street

Ay Town, USA
Transfer details:
Transfer type Total Success Failed
Objects 2,635 2,635 0
Bytes 3227B IZ2TE =]
Job state transition details:

The job was created on 2022-06-02 19:32:27 831 GMT

The snowball got allocated on 2022-06-06 19:10:43.670 GMT

The snowball was shipped on 2022-08-07 21.59:50 937 GMT

The snowball was at customer on 2022-06-08 14:04:45.856 GMT

The snowball was shipped to AWS on 2022-06-28 20:57:42, 246 GMT
The snowball was at our sorting facility on 2022-06-29 14:06:20.737 GMT
The snowball was at AWS on 2022-06-30 23:12:45.017 GMT

The data transfer started on 2022-06-30 23:21:34. 805 GMT

The data transfer was completed on +54473-09-10 22:23:46 GMT

Flease review your job’s status from the consols,
For Snow job details, please see: hitps.fdocs.aws.amazon.com/snowball/

To get your job report and logs

1.

2.

Management Console.

Choose your job or job part from the table and expand the status pane.

Sign in to the Amazon Web Services Management Console and open the Amazon Snow Family

Getting job completion report and logs
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Three options appear for getting your job report and logs: Get job report, Download success
log, and Download failure log.

3. Choose the log you want to download.

The following list describes the possible values for the report:

o Completed - The transfer was completed successfully. You can find more detailed information in
the success log.

o Completed with errors — Some or all of your data was not transferred. You can find more
detailed information in the failure log.
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Large data migration with Snowball Edge

Large data migration from on-premises locations requires careful planning, orchestration, and
execution to ensure that your data is successfully migrated to Amazon.

We recommend that you have a data migration strategy in place before starting your migration to
avoid the potential for missed deadlines, exceeding budgets and migration failures. Amazon Snow
services helps you to place, order, and track your large data migration projects via the Snowball
Edge Large Data Migration Manager (LDMM) feature in the Amazon Snow Family Management
Console.

The topics, Planning your large transfer with Snowball Edge and Calibrating a large transfer with
Snowball Edge describe a manual data migration process. You can streamline the manual steps
using the Snowball Edge LDMM migration plan.

Topics

« Planning your large transfer with Snowball Edge

» Calibrating a large transfer with Snowball Edge

» Creating a large data migration plan with Snowball Edge

« Using the large data migration plan with Snowball Edge

Planning your large transfer with Snowball Edge

We recommend that you plan and calibrate large data transfers between the Amazon Snowball
Edge devices that you have on site and your servers using the guidelines in the following sections.

Topics

» Step 1: Understand what you're moving to the cloud

Step 2: Calculate your target transfer rate

Step 3: Determine how many Snowball Edge you need

Step 4: Create your jobs

Step 5: Separate your data into transfer segments
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Step 1: Understand what you're moving to the cloud

Before you create your first job using the Amazon Snow Family Management Console, ensure
that you assess the volume of data you need to transfer, where it is currently stored, and the
destination that you want to transfer it to. For data transfers that are a petabyte in scale or larger,
this administrative housekeeping makes it much easier when your Snowball Edge arrive.

If you're migrating data into the Amazon Web Services Cloud for the first time, we recommend
that you design a cloud migration model. Cloud migration doesn’t happen overnight. It requires a
careful planning process to ensure that all systems work as expected.

When you're done with this step, you should know the total amount of data that you're going to
move into the cloud.

Step 2: Calculate your target transfer rate

It's important to estimate how quickly you can transfer data to the Snowball Edge that are
connected to each of your servers. This estimated speed in MB/Sec determines how fast you
can transfer the data from your data source to Snowball Edge devices using your local network
infrastructure.

(® Note

For large data transfers, we recommend using the Amazon S3 data transfer method.
You must select this option when the you order devices in the Amazon Snow Family
Management Console.

To determine a baseline transfer rate, transfer a small subset of your data to the Snowball Edge
device, or transfer a 10 GB sample file and observe the throughput.

While determining your target transfer speed, keep in mind that you can improve the throughput
by tuning your environment, including network configuration, by changing the network speed, the
size of the files being transferred, and the speed at which data can be read from your local servers.
The Amazon S3 adapter copies data to Snowball Edge as quickly as your conditions allow.

Step 3: Determine how many Snowball Edge you need

Using the total amount of data that you plan to move into the cloud, the estimated transfer speed,
and the number of days that you want to allow to move the data into Amazon, determine how
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many Snowball Edge you need for your large-scale data migration. Depending on the device type,
Snowball Edge devices have approximately 39.5 TB or 210 TB of usable storage space. For example,
if you want to move 300 TB of data to Amazon over 10 days and you have a transfer speed of 250
MB/s, you need 2 Snowball Edge devices with 210 TB of storage.

® Note

The Snowball Edge LDMM provides a wizard to estimate the number of Snowball Edge that
can be supported concurrently. For more information, see Creating a large data migration
plan with Snowball Edge.

Step 4: Create your jobs

After you know how many Snowball Edge you need, you need to create an import job for each
device. Creation of multiple jobs are simplified by the Snowball Edge LDMM. For more information,
see Placing your next job order.

(@ Note

You can place your next job order and automatically add it to your plan directly from the
Recommended job ordering schedule. For more information, see Recommended job
ordering schedule.

Step 5: Separate your data into transfer segments

As a best practice for large data transfers involving multiple jobs, we recommend that you logically
split your data into a number of smaller, more manageable data sets. This allows you to transfer
each partition at a time, or multiple partitions in parallel. When planning your partitions, make
sure that the data for the partitions combined fit on the Snowball Edge for the job. For example,
you can separate your transfer into partitions in any of the following ways:

» You can create 10 partitions of 20 TB each for use with a Snowball Edge device with 210 TB of
storage, for example.

« For large files, each file can be an individual partition up to the 5 TB size limit for objects in
Amazon S3.
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» Each partition can be a different size, and each individual partition can be made up of the same
kind of data—for example, small files in one partition, compressed archives in another, large files
in another partition, and so on. This approach can help you to determine your average transfer
rate for different types of files.

® Note

Metadata operations are performed for each file that's transferred. Regardless of a
file's size, this overhead remains the same. Therefore, you get faster performance by
compressing small files into a larger bundle, batching your files, or transferring larger
individual files.

Creating data transfer segments can make it easier for you to quickly resolve transfer issues
because trying to troubleshoot a large, heterogeneous transfer after the transfer runs for a day or
more can be complex.

When you've finished planning your petabyte-scale data transfer, we recommend that you transfer
a few segments onto the Snowball Edge device from your server to calibrate your speed and total
transfer time.

Calibrating a large transfer with Snowball Edge

You can calibrate the transfer performance by transferring a representative set of your data
partitions. Choose multiple partitions that you have defined and transfer them to a Snowball

Edge device. Make a record of the transfer speed and total transfer time for each operation. If

the calibration's results are less than the target transfer rate, you may be able to copy multiple
parts of your data transfer at the same time. In this case, repeat the calibration with the additional
partitions of your data set.

Continue adding parallel copy operations during calibration until you see diminishing returns in the
sum of the transfer speed of all instances currently transferring data. End the last active instance
and make a note of your new target transfer rate.

You can transfer data faster to Snowball Edge by transferring data in parallel using one of the
following scenarios:
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« Using multiple sessions of the S3 adapter on a workstation against a single Snowball Edge
device.

« Using multiple sessions of the S3 adapter on multiple workstations against a single Snowball
Edge device.

« Using multiple sessions of the S3 interface (using a single or multiple workstations) targeting
multiple Snowball Edge.

When you complete these steps, you should know how quickly you can transfer data to a Snowball
Edge device.

Creating a large data migration plan with Snowball Edge

The Snowball Edge large data migration plan feature enables you to plan, track, monitor, and
manage large data migrations from 500 TB to multiple petabytes using multiple Snowball Edge
service products.

Use the large data migration plan feature to collect information about data migration goals, such
as the size of the data to move to Amazon and the number of Snowball Edge needed to migrate
the data simultaneously. Use the plan to create a projected schedule for your data migration
project and the recommended job ordering schedule to meet your goals.

(® Note
Currently, the data migration plan is available for import jobs larger than 500 TB.

Topics

« Step 1: Choose your migration details

« Step 2: Choose your shipping, security, and notification preferences

« Step 3: Review and create your plan
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Step 1: Choose your migration details

® Note

A large data migration plan is available for data migrations larger than 500 TB. Create job
orders individually on Snowball Edge for your data transfer projects that are less than 500
TB. For more information, see Creating a job to order a Snowball Edge device in this guide.

1. Signin to the Amazon Snow Family Management Console. If this is your first time using the

Amazon Snow Family Management Console in this Amazon Web Services Region, you see the
Snowball Edge page. Otherwise, you see the list of existing jobs.

2. If this is your first data migration plan, choose Create your large data migration plan from
the main page. Otherwise, choose Large data migration plan. Choose Create data migration
plan to open the plan creation wizard.

3. In Name your data migration plan, provide a Data migration plan name. The plan name can
have up to 64 characters. Valid characters are A-Z, a-z, 0-9, and . - (hyphen). A plan name must
not start with aws:.

4. For Total data to be migrated to Amazon, enter the amount of data that you want to migrate
to Amazon.

5. In Snow devices, choose a Snowball Edge device.

(® Note

Supported device options might vary based on device availability in certain Amazon
Web Services Regions.

6. For Concurrent devices, enter the number of Snowball Edge to which you can simultaneously
copy data at your location. If you're not sure, skip to the next section for information about
using the concurrent devices estimator wizard to determine this.

7. Choose Next.

Using the concurrent devices estimator wizard

The concurrent devices estimator wizard helps you to determine the number of concurrent devices
that you can use during large data migrations.
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Prerequisites:

» You performed a proof of concept to test your data transfer methodology and measured
performance with a Snowball Edge device in your environment.

» You know about the network and connection to back-end storage.

Step 1: Enter data source information

First, determine the maximum theoretical throughput for copying data from your storage source.

1. For Total data to be migrated, enter the amount of data that you plan to migrate.
For Unit, choose the unit of measurement (GB or TB) for the amount of data you plan to
migrate.

2. For Number of active network interfaces, enter the number of active network interfaces that
you have available for data migration from the storage source.

Number of active network interfaces info

The number of network interfaces that can be used for migrations
Mumber of active network interfaces used for data migration

1

3. For Network interface speed, choose the speed of the network interface for the storage
source. Network speeds are in Gb/s.

Network interface speed info

The speed of the network interfaces used for migrations
Metwork interface speed (Gb/s)

10 v

4. For Maximum network throughput, enter the maximum tested network throughput to your
storage source that you determined during the proof of concept. Throughput is in MB/S.
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Maximum network throughput

The maximum sustainable throughput for the data source

Maximum tested throughput of data source (MB/s)

5. For Storage backend network usage, indicate whether the storage source shares a network

with the back-end storage.

» Choose Yes if the network is not shared. You don't need to enter the speed of the storage

interconnection for a single stream.

» Choose No if the network is shared. Enter the speed of the storage interconnection for a

single stream in MB/s.

Based on your choice, the wizard updates the Max migration throughput for the data source

(MB/s) value at the bottom of the page.

Storage backend network usage info

Metwork shared with storage backend traffic?
Is the network used for migration being shared with your storage backend?

Yes v

Speed of storage interconnection for single stream (MB/s)
This is a single connection throughput that can be sustained from source to destination

6. Choose Next.

Step 2: Input migration workstation parameters

You can connect yourSnowball Edge directly to your storage source (a Microsoft Windows
server, for example). You might choose instead to connect yourSnowball Edge to one or more
workstations to copy data from the storage source.

1. For Migration workstation usage, indicate your workstation usage choice.
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« Choose None - Use data source directly to transfer data directly from a data source without
using a workstation, and then choose Next.

« Choose Other - Use copy workstation(s) to use one or more workstations for transferring
data.

Migration workstation usage info

Type of migration source used

Other - Use copy workstation(s) v

2. For Number of active network interfaces, enter the number of ports to use for data
migration.

Number of active network interfaces info

The number of network interfaces that can be used for migrations

Number of active network interfaces on the migration workstation

1

3. For Network interface speed, choose the speed in Gb/s of the network interfaces.

Network interface speed info

Your workstations Network card speeds

Network interface speed (Gb/s)

10 v

4. In Storage backend network usage, indicate whether the network that the workstations are
on is shared with back-end storage.
« Choose Yes if it's shared.

« Choose No if it's not shared. Enter the speed of the storage interconnection for a single
stream in MB/s.
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Storage backend network usage info

Network shared with storage backend traffic?
Is the network used for migration being shared with your storage backend?

Yes v

Speed of storage interconnection for single stream (MB//s)
This is a single connection throughput that can be sustained from source to destination

Based on your input, the wizard displays a recommendation in Number of migration workstations.
You can manually change the number if you disagree with the recommendation. This number will
appear in Concurrent devices in the large data migration plan.

Number of migration workstations info

Recommended number of migration workstations used

0

Step 3: Input average transfer throughput of Snowball Edge

1. In the Average Snow device transfer throughput field, enter the transfer throughput in MB/s
that you saw during your proof of concept.

Average Snow device transfer throughput info

This is the throughput from your migration workstation to the Snow device you saw during the proof of concept

Average Snow device transfer throughput (MB/s)
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Based on your average throughput, the wizard updates the Recommended number of
concurrent Snow devices and Maximum number of concurrent devices in the migration plan
details.

Choose Use this number to continue and return to choosing your migration details.
Choose Next and go the next step (Step 2: Choose your shipping, security, and notification

preferences).

® Note

You can use up to 5 concurrent Snow devices.

Step 2: Choose your shipping, security, and notification preferences

1.

In the Shipping Address section, choose an existing address or create a new one.

® Note

The country in the address must match the destination country for the device, and
must be valid for that country.

In Choose service access type, do one of the following:

« Allow Snowball Edge to create a new service-linked role for you with all of the necessary
permissions to publish CloudWatch metrics and Amazon SNS notifications for your Snowball
Edge jobs.

« Add an existing service role that has the necessary permissions. For an example of how to
set up this role, see Example 4: Expected Role Permissions and Trust Policy.

For Send notifications, choose whether to send notifications. Note that if you choose Do not
send notification about data migration plans, you won't receive notifications from this plan,
but you will still receive job notifications.

For Set notifications,

» choose Use an existing SNS topic

« or Create a new SNS topic.
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Step 3: Review and create your plan

1. Review your information in Plan details and Shipping, security, and notification preferences,
and edit if necessary.

2. Choose Create data migration plan to create the plan.

Using the large data migration plan with Snowball Edge

After you create your large data migration plan, you can use the resulting schedule and dashboard
to guide you through the rest of the migration process.

Recommended job ordering schedule

After you create an Snowball Edge large migration plan, you can use the recommended job
ordering schedule to create new jobs.

(® Note

Manual updates that you make to the data size or number of concurrent devices cause the
schedule to adjust. The schedule automatically adjusts if a job has not been ordered by the
recommended order date or has been ordered before the recommended order date. If a job
is returned before the recommended order date, the schedule automatically adjusts.

Eecommended Job sediving scheduls Jubi ordered

Recommended job ordering schedule Actions ¥

Thin it provides. an eutimated wchedule 10 pLsce Sacw job in order to schires your Sata migration goaly, The eutimated ondering 1<hedels i sutomatically sdunted b on your dats migration g

B Filter by a diade ond time range ] @““D'd‘r‘d 1

Retommendsd date to order v Number of devices to onder v Number of ordered devices Device type v Status
Thas Mar 3 3023 2 = Snowbiall Edge Storage Optimized with 21078 E}lumf.‘udued
Fril Mar 31 2023 2 - Snowhall Edge Storsge Optimized with 21078 (= ot Ordered
Sat Apr 08 2025 2 Snowhall Edge Storage Optimized with 21078 (B Mot Ordered
Sun Apr 16 2023 2 - Snowhall Edge Storage Optimized with BOTE E:l Hat Ordered
Man Apr 24 2023 2 - Enowball [dge Storsge Optimized with BOTR (B Mot Ordered
Tue May 02 2023 2 Snowhall Edge Storage Optimized with BOTE () Hot Ordered
Wed Play 10 2023 2 - Snewhall Edge Storage Dptimiced with BOTE El Mot Ordered
Thaa May 18 2025 2 - Snowhall Edge Storage Dptimized with BOTR (B not Ordered
Fri May 26 2023 1 = Snowhall Edge Storape Optimized with BOTE @ Kot Ordered
Fiil Mary 26 2023 1 - Sncwoone S50 (= ot Ordered
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Placing your next job order

To place you next order, instead of manually creating a job and then adding it to your plan, you
have the option to either clone a previously ordered job or create a pre-populated one.

To clone a job:

1. Choose the next order (the first recommendation with a Not Ordered status) from the
Recommended job ordering schedule, then choose Clone Job from the Actions menu. The
Clone Job window appears.

2. Inthe Clone Job window, in the Jobs ordered section, choose the job to clone.

3. Inthe New jobs details section, choose the devices you want to order. For each device chosen,
the Job name will automatically populate based on the chosen job. You can overwrite the job
name.

4. Choose Confirm to place the job order for the chosen devices. The system clones the job for
each device.

To create new jobs:

1. Choose the next order (the first recommendation with a Not Ordered status) from the
Recommended job ordering schedule, then choose Create New Jobs from the Actions menu.
The Create new jobs window appears.

Recamimended |ob srdering scheduls Joli ardered

Recommended job ordering schedule Actiens &
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Firi bigr 31 2023 2 - Snowkall Edge Storsge Optimized with 21078 (@ Mot Grdered
Sut Apr 08 2023 2 . Snowball Edge Storige Optimieed with 210TE (® Mot Crdered
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Tue May 02 2023 2 . Snowball Edge Storage Optimired with BOTE & Hot Crdered
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2. Inthe Device Selection section, choose the devices you want to order. Choose Continue.
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Create New Jobs X

Device Selection (2/2)

Select which devices you would like to order

Device type
Snowball Edge Storage Optimized with 210TB
Snowball Edge Storage Optimized with 270TB

Cancel Continue

3. The Create new page appears. Most parameters, such as the job type, shipping address, and
the device type are set based on the plan. The system creates the job for each device.

You can see whether the job or jobs were successfully created or not. Successfully created jobs are
automatically added to the plan.

Jobs ordered list

Each plan displays a job ordered list. This is empty at first. When you start to order jobs, you can
add jobs to your plan by selecting Add job from the Actions menu. Jobs that you add here are
tracked on the monitoring dashboard.

Similarly, you may remove the job from the job ordered list by selecting Remove job from the
Actions menu.

We recommend using the job ordering schedule provided in the plan for a smooth data migration.
Monitoring dashboard

After you add jobs to your plan, you can see metrics on the dashboard as the jobs return to
Amazon for ingestion. These metrics can help you to track your progress:

« Data migrated to Amazon - The amount of data that's been migrated to Amazon so far..

» Average data migrated per job — The average amount of data per job in terabytes.

Jobs ordered list 84



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

» Total Snow Jobs — The number of Snowball Edge jobs ordered compared to the remaining jobs
to be ordered.

» Average duration for a migration job — The average duration of a job in days.

» Snow Job Status — The number of jobs in each status.
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Using Amazon OpsHub to Manage Devices

The Snowball Edge now offer a user-friendly tool, Amazon OpsHub, that you can use to manage
your devices and local Amazon services. You use Amazon OpsHub on a client computer to perform
tasks such as unlocking and configuring single or clustered devices, transferring files, and launching
and managing instances running on Snowball Edge. You can use Amazon OpsHub to manage

both the Storage Optimized and Compute Optimized Snow device types. The Amazon OpsHub
application is available at no additional cost to you.

Amazon OpsHub takes all the existing operations available in the Snowball APl and presents them
as a graphical user interface. This interface helps you quickly migrate data to the Amazon Web
Services Cloud and deploy edge computing applications on Snowball Edge.

Amazon OpsHub provides a unified view of the Amazon services that are running on Snowball
Edge and automates operational tasks through Amazon Systems Manager. With Amazon OpsHub,
users with different levels of technical expertise can manage a large number of Snowball Edge.
With a few clicks, you can unlock devices, transfer files, manage Amazon EC2-compatible instances,
and monitor device metrics.

When your Snow device arrives at your site, you download, install, and launch the Amazon OpsHub
application on a client machine, such as a laptop. After installation, you can unlock the device

and start managing it and using supported Amazon services locally. Amazon OpsHub provides

a dashboard that summarizes key metrics such as storage capacity and active instances on your
device. It also provides a selection of Amazon services that are supported on the Snowball Edge.
Within minutes, you can begin transferring files to the device.

Topics

« Downloading Amazon OpsHub for Snowball Edge

» Unlocking a Snowball Edge device with Amazon OpsHub

« Verifying the PGP signature of Amazon OpsHub (optional)

« Managing Amazon services on the Snowball Edge with Amazon OpsHub

» Rebooting the device with Amazon OpsHub

« Managing profiles with Amazon OpsHub

o Shutting down the device with Amazon OpsHub

 Editing the device alias with Amazon OpsHub

» Managing public key certificates using OpsHub
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» Getting updates for the Snowball Edge

» Updating the Amazon OpsHub application

« Automating your management tasks with Amazon OpsHub

» Setting the NTP time servers for the device with Amazon OpsHub

Downloading Amazon OpsHub for Snowball Edge

To download Amazon OpsHub

1. Navigate to the Amazon Snowball resources website.

) race coNTENT OPEHUh
What's New OpsHub is a graphical user interface you can use to manage Snowball devices.
- OpsHub makes it easy to setup and manage Snowball devices enabling you to
EPSH ub rapidly deploy edge computing workloads and simplify data migration to the cloud. With
just a few clicks in OpsHub, you have the full functionality of the Snow Family of
Snowball Edge devices at your f'ingerrips; you can unlock and canf‘igure devices, drag-and-drop data to
Client - devices, launch applications, and monitor device metrics.

* DpsHub documentation

Featured Content

Documentation

OpsHub

Webinars

—_— Windows 7 or higher Download
m Mac 05 X 10.10 or higher Download
Blog Posts Download

& Linux (Ubuntu version 14 or higher, and Fedora version 24 or higher)

Free Training _
_— (Signature)

2. In the Amazon OpsHub section, choose Download for your operating system, and follow the
installation steps.

Unlocking a Snowball Edge device with Amazon OpsHub

When your device arrives at your site, the first step is to connect and unlock it. Amazon OpsHub
lets you sign in, unlock, and manage devices using the following methods:

» Locally - To sign in to a device locally, you must power on the device and connect it to your local
network. Then provide an unlock code and a manifest file.
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Remotely - To sign in to a device remotely, you must power on the device and make sure that it
can connect to device-order-region.amazonaws.com through your network. Then provide
the Amazon Identity and Access Management (IAM) credentials (access key and secret key) for
the Amazon Web Services account that is linked to your device.

For information on enabling remote management and creating an associated account, see
Activating Snowball Edge Device Management on a Snowball Edge.

Topics

Unlocking a Snowball Edge device locally with Amazon OpsHub

Unlocking a Snowball Edge device remotely with Amazon OpsHub

Unlocking a Snowball Edge device locally with Amazon OpsHub

To connect and unlock your device locally

1.
2.

Open the flap on your device, locate the power cord, and connect it to a power source.

Connect the device to your network using a network cable (typically an Ethernet RJ45 cable),
then open the front panel and power on the device.

Open the Amazon OpsHub application. If you are a first-time user, you are prompted to choose

a language. Then choose Next.

On the Get started with OpsHub page, choose Sign in to local devices, and then choose Sign

in.

Unlocking a device locally
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Get started with OpsHub

© Sign into local devices Sign into remote devices
¥ou'll need an unlock code and You'll need an access key & secret
manifest file keay

5. On the Sign in to local devices page, choose your Snowball Edge type, and then choose Sign
in.

6. On the Sign in page, enter the Device IP address and Unlock code. To select the device
manifest, choose Choose file, and then choose Sign in.
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Sign into your Snowball Edge

Sign in with an unlock code and manifest file

Device IP address
Unlock code

Manifest file

[t] Choose file ‘

Mo file chosen

=N -

7. (Optional) Save your device's credentials as a profile. Name the profile and choose Save profile
name. For more information about profiles, see Managing profiles with Amazon OpsHub.

8. On the Local devices tab, choose a device to see its details, such as the network interfaces and
Amazon services that are running on the device. You can also see details for clusters from this
tab, or manage your devices just as you do with the Amazon Command Line Interface (Amazon
CLI). For more information, see Managing Amazon services on the Snowball Edge with Amazon

OpsHub.
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For devices that have Amazon Snowball Edge Device Management installed, you can choose
Enable remote management to turn on the feature. For more information, see Using Amazon

Snowball Edge Device Management to manage Snowball Edge.

Unlocking a Snowball Edge device remotely with Amazon OpsHub

To unlock a Snowball Edge not
To connect and unlock your device remotely

1. Open the flap on your device, locate the power cord, and connect it to a power source.

2. Connect the device to your network using an Ethernet cable (typically an RJ45 cable), then
open the front panel and power on the device.

® Note

To be unlocked remotely, your device must be able to connect to device-order-
region.amazonaws.com.

3. Open the Amazon OpsHub application. If you are a first-time user, you are prompted to choose
a language. Then choose Next.

4. On the Get started with OpsHub page, choose Sign into remote devices, and then choose
Sign in.
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Get started with OpsHub

Sign into local © Sign into remote
devices devices

You'll need an unlock You'll need an access key
code and manifest file & secret key

5. On the Sign in to remote devices page, enter the Amazon Identity and Access Management
(IAM) credentials (access key and secret key) for the Amazon Web Services account that is
linked to your device, and then choose Sign in.
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Sign into remote devices

Sign in with an access key and secret key

Access key

XOOCOOOOOOOOOOOOOCXXAXX

Secret key
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6. At the top of the Remote devices tab, choose the region of the Snow device to unlock
remotely.
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File Edit View Window Help

OpsHub Local devices US East (Ohic) - us-east-2 ¥ {& Preferences

——
O]
& Back Remote devices
Remote devices
Devices (C
Q 1
Managed device id Associated job id Device type Unlock status
No devices
No devices found in this region
13

7. On the Remote devices tab, choose your device to see its details, such as its state and network
interfaces. Then choose Unlock to unlock the device.

&« Back | Remote devices smd-cap7kptcoiedtiol

smd-cap7kptcoiedtiol

Device information

Managed device ID Last updated Device type Total HDD storage

smd-cap7kptcoiedtiol Tue Feb 21 2023 14:44:06 GMT-0700 EDGE_C 36.14 7B
(Mountain Standard Time)

Associated job ID Last seen State Total SSD storage
JID6058e21¢-9626-4383-88ab- Tue Feb 21 2023 14:44:06 GMT-0700 Unlocked 6.35TB
132000e6d3a8 (Mountain Standard Time)

Network IP addresses
172.16.0.0

From the remote device's details page, you can also reboot your devices and manage them just
as you do with the Amazon Command Line Interface (Amazon CLI). To view remote devices in
different Amazon Web Services Regions, choose the current Region on the navigation bar, and
then choose the Region that you want to view. For more information, see Managing Amazon

services on the Snowball Edge with Amazon OpsHub.

Verifying the PGP signature of Amazon OpsHub (optional)

The Amazon OpsHub application installer package for the Linux operating system are
cryptographically signed. You can use a public key to verify that the installer package is original
and unmodified. If the files are damaged or altered, the verification fails. You can verify the
signature of the installer package using GNU Privacy Guard (GPG). This verification is optional. If
you choose to verify the signature of the application, you can do it at any time.
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You can download the SIGNATURE file for the Linux operating system installer from Amazon

Snowball Edge Resources or Snowball Edge Resources.

To verify the Amazon OpsHub install package on for the Linux operating system

1.

Copy the following public key, save it to a file, and name the file. For example, opshub-

public-key.pgp.

xSFNBF/hGf8BEACOHCDV8uljDX02IxspibkmPu4xqf4ZZLQsSqlcHU61loL /c
/zAN+mUqJT9aJ1rr0QFGVD1bMogecUPf1TW1DKEEpG8ZbX5P8VR+EELQ/TW/
WtqizSudy6qy59ZRK+YVSDx7DZyuImI07j0OUADCL+95ZQN9vqwHNjBHsgfQ
1/1Tghy810zTZXcI/+u+99YLauglIP6ZYIeDfpxnghqyVtaappBFTAyfG67Y
N/5mealVqlzd8liFpIFQnl+X7U2x6emDbM@1lyJWV3aMmPwhtQ7iBdt5a4x82
EF5bZJ8HSRMVANDILD/9VTN8VFUQGKFjFY2GdX9ERwvTTb47bbv9Z28V1284
41w2wlBl@07F002v/YQukrN3VHCpmIQS1IiqZbYRa@ODVKEURS5QNVUL j5fwWs
4gWOUDPhT/HDuaMrMFCejEn/7wvRUrGVtzCTOF56A1/dwRSxBejQQEb1ACS]
uuyi7gJaPdyNntROEFTD7102L6X2jB4YLTvGxP7XeqlY37t8NKF8CYTpOry/
Wvw@iKZFbo4AkiI@alyBCk9HBXhUKa9x@6g0Onhhl1UFQrPGrk6@RPQKgL76HA
E2ewzGDa9@wlRBUAt2nRQpyNYjoASBvz/cAr3e@nuWsIzopZIenrxI5ffcjyY
f6UWA/OK3ITHtYHewVhseDyEqTQ4MUIWQS4NAWARAQABZzT1BV1MgT3BzSHVi
IGZvciBTbm93IEZhbWlseSA8YXdzLWOwc2hlYilzaWduzZXJAYWlhem9uLmNv
bT7CwYQEEAEIACAFALl/hGf8GCwkHCAMCBBUICgIEFgIBAAIZAQIbAwIeAQAR
CRAhgc9adPNF8RYhBDcvpelIaY930b0vqiGBz1p@8@XxGbcP+gPZX7LzKclY
w9CT3UHgkATIawOSXYktujzoYVxAz8/j3jEKCYOdKnfyqvWzDiJAXnzmxWwbg
cxXg1lg@GXNXCM41Ad68CmbAOLOLTaWSQX30ZbswzhbtX2ADAlopV8RLBik7fm
bS9FyuubDRhfYRQqOfpjUGXFiEgwg6aMFxsrGL1v4QD7t+6ftFIe/mxLbjR4
iMgtr8FIPXbgn@5YYY/LeF4NIgX4ilLEqRbANfWjPzqQlspFWAotIzDmZgby+
WdWThrH4K1rwtYM8sDhqRnMnqJrGFZzk7aDhVPwF+FOVMmPeEN5JRazEeUrl
VZaSwbmu@n4FMGSXuwGgdvmkgnMe6I5/xLdU4I0PNhp@UmakDWOq,/aldREDE
ZLMQDMINphmeQno4inGmwbRo63gitD4ZNR5sWwfuwty25108Ekv7jkkp3mSyv
pdxn5tptttnPaSPcSIX/4ED119Tu@i7aup+v30t7eikYDSZG6g9+jHB3Va9e
/VWShFSgy8Im2+qq/ujUQDAGTCfSuY9jglITsogbayEZa/2upDI1m+40HK4p
8DrEzP/3jTahT8q50fFWSRDL17d31TSU+IBmPE3mz311FNXgiO8w+taY320z
+irHtb3iSiiukbjS8s@maVgzszRqS9mhaEn4LLOzoqrUicmXgTyFB7n2LuYv
07vxM05xxhGQwsF2BBABCAAJIBQJf4RoCAhsDACEJEBFZvzT/tDi5FiEEi+09
V+UAYN9Gnw36EVm/NP+Q0LNNEQ/+J4COMN8j0AebXrwBiFs83sQo2q+WHL1S
MRc1g5gRFDXs6h1Gv+TGXRen7jloeaddWvgOtUBxgmCOjr+8AKHOOtiBWSuUO
1sS8JUSrindEsKUrKTwcG2wyZFoelzl E8xPkLRSRN5ZbbgKsTz1611HgCCId
Do+WJdDkWGWxmtDvzjM32EI/PVBd108ga9aPwXdhLwOdKAjZ4JxrIXLUQJIjRI
IVDSYyMObEHOUM6a/+mWNZazNfo@LsGWqGVa6Xn5WIW1wR1S78vPNT0O3BQYuO0
YRjaVQR+kPtB9aSAZNi5sWfk6NrRNd1Q78d067uhhejsjRt7Mja2fEL4Kb1X
nK4U/ps7X1030/VjblneZ0OhJK6kAKU172tnPJITI31JIb0xX73wsMWDYZRZVcK
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2.

9X9+GFrpwhKHWKKPjpMOt/FRxNepvqR172TkgBPqGH2TMOFdB1f/uQprvqgge
PBbS@JrmBIH9/anIqgtMdtcNQB/@erLdCDqI5afOuD10LcLwdIwG9/bSrfwT
TVEE3WbXmJ8pZgMz1HUiZE6V2DSadV/YItk50I0]jjrOVHOHVIFMwGCEAIFzf
9P/pNi8hpEm1RphRi0OVVcdQ30bHOMOGPHUSVIF1IhyCL1ZzU3L jYTHkGOyYID5
YDA1x01MYq3DcSM5130VBbLmuVS2GpcsTCYqlgQA6h/zzMwz+/70wUQEX+EZ
/WEQAOAY8ULmMcIIQWITr14V0ojylpleD3qw]j7wd+QsBzI+mOpOB/3ZFAhQiNOL
9yCD1HeiZe AmWYX90IXrNiIdcHy+WTAp4G+NaMpgE52ghbDjz+IbvLpllyDH
bYEHPjnTHXEy21bvKAJOKkw/2RcQO0i4dodGng5icyYj+9gcuHvnVwbrQ96Ia
@D7c+b5T+bzFqk9@nIcztrMRuhDLINIpi70jpvQwfq/TkkZA+mzupxfSkq/Y
N9gXNEToT/VI2gn/LSOX4Ar112KxBjzNEsQkwGSiWSYtMA5J+Tj5EDQuUZ/qe
omNblA1D4bm7Na8NAoLxCtAiDq/f3To9Xb181HsndOmfLCb/BVgP4edQKTIi
C/0ZHy9QJ1fmN@aq7JIVLQAuvQNEL88RKWEYZBqkPd3P6zdc7sWDLTMXMOd3I
e6NUVU7pWOESNYRTUF+0T4s9wAJhAodinAi8Zi9rEfhK1VCI76j7bcQqYZed
jXD3IJ7T+X2XA8M/BmypwMWOSoljzhwh@44RAast/fAzpKNPB318JwcQunIz
u2N3CeJ+zrsomjcPxzehwsSVqllzal2ureJBLOKkBgYxUJYXpbS@1lax1TsFG
091dANOS9E j8CND37GsNnuygjOgwXbX6MNgbvPs3H3z1/AbMunQ1VBlw@7IX
zdM1hBQZh6w+NeiEsK1T6wHi7IhxABEBAAHCWXYEGAEIAAKFAL/hGT8CGwwA
IQkQIYHPWNTzRTEWIQQ3L6XpSGMPd9Gzr60hgc9adPNF8TMBD/9TbU/+PVbF
ywKvwi3GLO1pY7BXn81QaHyunMGuavm080faRROynkHOZqLHCp6bIajFOfvF
b7c@Jamzx8Hg+SId16yRpRY+FA4RQEPNNNMT93ZgWW3EbjPyIG1mO/rt@3SR
+0yn4/1d1g2KfBX4pgMoPCMKUAWXGIrmDETXsGihwZ@gmCZgXe81K122PYkSN
JQQ+L1fjKvCaxfPKEjXYTbIbfyyhCR6NzAOVZXxCrzSz2xDxrYWp/VO02K1xda
0ix6r2aEHf+xYEUhOaBt80HY5nXTuRReCVU789MUVtCMgD2u6amdo4BROKWA
QNg4yavKwV+LVtyYh2Iju9VSyv4xL1Q4xKHvcAUrSH73bHG7b7jkUJckDOf4
twhjJk/Lfwe6RdnVo2WoeTvE93w+NAq2FXmvbiG7elt10XfQecvQU3QNbRVH
U8B96WOW8UXJIdvTKg4fONbjSw7iI3x5naixQ+rA8hLV8x0gn2LX6wvxT/SEu
mn2@KX+fPtJELK7v/NheFLX1jsKLXYo4jHrkfIXNsNUhg/x2E71kAjbeT3s+
t9kCtxt2iXDDZvpIbmGO4QkvLFvoROaSmN6+8fupe3e+e2yNOe6xGTUE6AgX
I2+X1p1g9IduDYTpoI20X1leHyyMqGEeIb4g0iiS1oTp50i3EUAYRGT1XuUgAT
VA19bKnpkBsJQA==

=tD2T

your keyring, and note the returned key value.

gpg --import opshub-public-key.pgp

Example output of command

Use a cryptographic software suite such as GNU Privacy Guard to import the public key into

gpg: key 1655BBDE2B770256: public key "Amazon OpsHub for Snowball Edge <aws-opshub-

signer@amazon.com>" imported
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gpg: Total number processed: 1
gpg: imported: 1

3. Verify the fingerprint. Be sure to replace key-value with the value from the preceding step.
We recommend that you use GPG to verify the fingerprint.

gpg --fingerprint key-value

This command returns output similar to the following.

pub rsa4096 2020-12-21 [SC]
372F ASE9 4869 8F77 D1B3 AFAA 2181 CF5A 74F3 45F1
uid [ unknown] Amazon OpsHub for Snowball Edge <aws-opshub-
signer@amazon.com>
sub rsa4096 2020-12-21 [E]

The fingerprint should match the following:
372F AS5E9 4869 8F77 D1B3 AFAA 2181 CF5A 74F3 45F1

If the fingerprint doesn't match, don't install the Amazon OpsHub application. Contact
Amazon Web Services Support.

4. Verify the installer package, and download the SIGNATURE file according to your instance's
architecture and operating system if you haven't already done so.

5. Verify the installer package signature. Be sure to replace signature-filename and OpsHub-
download-filename with the values that you specified when downloading the SIGNATURE
file and Amazon OpsHub application.

GPG

gpg --verify signature-filename OpsHub-download-filename

This command returns output similar to the following.

GPG

gpg: Signature made Mon Dec 21 13:44:47 2020 PST
gpg: using RSA key 1655BBDE2B770256
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gpg: Good signature from "Amazon OpsHub for Snowball Edge <aws-opshub-
signer@amazon.com>" [unknown]

gpg: WARNING: This key is not certified with a trusted signature!

gpg: There is no indication that the signature belongs to the owner.
Primary key fingerprint: 9C93 4C3B 61F8 C434 9F94 5CAQ 1655 BBDE 2B77 0256

When using GPG, if the output includes the phrase BAD signature, check whether you
performed the procedure correctly. If you continue to get this response, contact Amazon Web
Services Support and don't install the agent. The warning message about the trust doesn't
mean that the signature is not valid, only that you have not verified the public key. A key is
trusted only if you or someone who you trust has signed it.

Managing Amazon services on the Snowball Edge with Amazon
OpsHub

With Amazon OpsHub, you can use and manage Amazon services on your Snowball Edge.
Currently, Amazon OpsHub supports the following resources:

« Amazon Elastic Compute Cloud (Amazon EC2) instances — Use Amazon EC2-compatible instances
to run software installed on a virtual server without sending it to the Amazon Web Services
Cloud for processing.

» Network File System (NFS) — Use file shares to move data to your device. You can ship the device
to Amazon to transfer your data to the Amazon Web Services Cloud, or use DataSync to transfer
to other Amazon Web Services Cloud locations.

« Amazon S3 compatible storage on Snowball Edge - Delivers secure object storage with increased
resiliency, scale, and an expanded Amazon S3 API feature-set to rugged, mobile edge, and
disconnected environments. Using Amazon S3 compatible storage on Snowball Edge, you can
store data and run highly available applications on Snowball Edge for edge computing.
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OpsHub for Snow Family
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Topics

Launching an Amazon EC2-compatible instance on a Snowball Edge with Amazon OpsHub

Stopping an Amazon EC2-compatible instance on a Snowball Edge with Amazon OpsHub

Starting an Amazon EC2-compatible instance on an Snowball Edge with Amazon OpsHub

Working with key pairs for EC2-compatible instances in Amazon OpsHub

Terminating an Amazon EC2-compatible instance with Amazon OpsHub

Using storage volumes locally on Snowball Edge with Amazon OpsHub

Importing an image as an Amazon EC2-compatible AMI with Amazon OpsHub

Deleting a snapshot from a Snowball Edge with Amazon OpsHub

Deregistering an AMI on a Snowball Edge with Amazon OpsHub

Managing an Amazon EC2 cluster on Snowball Edge with Amazon OpsHub

Set up Amazon S3 compatible storage on Snowball Edge with Amazon OpsHub

Managing Amazon S3 adapter storage with Amazon OpsHub

Managing the NFS interface with Amazon OpsHub

Launching an Amazon EC2-compatible instance on a Snowball Edge
with Amazon OpsHub

Follow these steps to launch an Amazon EC2-compatible instance using Amazon OpsHub.

To launch an Amazon EC2-compatible instance

1.

Open the Amazon OpsHub application.
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2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. All your
compute resources appear in the Resources section.

3. If you have Amazon EC2-compatible instances running on your device, they appear in the
Instance name column under Instances. You can see details of each instance on this page.

4. Choose Launch instance. The launch instance wizard opens.

5. For Device, choose the Snow device that you want to launch the Amazon EC2-compatible.
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Launch instance

Device

192.0.2.0

Image (AMI)

snow-ald-test-ami-1.0.2

Instance type

sbe-c.small
© Create public IP Use existing IP
address (VNI) address (VNI)
Physical network interface

SFP+:a.bc-1d2ef45699678qi9j

IP Address assignment

DHCP
Key pair
© Create key pair Use existing key
pair
Mame

test-instance-key-pair

X

Do not attach IP
address

Do not attach key
pair

The name can include up to 255 ASCIH characters. It can't include leading or trailing spaces.

Create key pair
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6. For Image (AMI), choose an Amazon Machine Image (AMI) from the list. This AMI is used to
launch your instance.

7. For Instance type, choose one from the list.

8. Choose how you want to attach an IP address to the instance. You have the following options:

» Create public IP address (VNI) — Choose this option to create a new IP address using a
physical network interface. Choose a physical network interface and IP address assignment.

» Use existing IP address (VNI) — Choose this option to use an existing IP address and then
use existing virtual network interfaces. Choose a physical network interface and a virtual
network interface.

» Do not attach IP address — Choose this option if you don't want to attach an IP address.

9. Choose how you want to attach a key pair to the instance. You have the following options:

Create key pair — Choose this option to create a new key pair and launch the new instance
with this key pair.

Use existing key pair — Choose this option to use an existing key pair to launch the instance.

Do not attach IP address — Choose this option if you don't want to attach a key pair. You must
acknowledge that you won't able to connect to this instance unless you already know the
password that is built into this AMI.

For more information, see Working with key pairs for EC2-compatible instances in Amazon

OpsHub.

10. Choose Launch. You should see your instance launching in the Compute instances section. The
State is Pending and then changes to Running when done.

Stopping an Amazon EC2-compatible instance on a Snowball Edge with
Amazon OpsHub

Use the following steps to use Amazon OpsHub to stop an Amazon EC2-compatible instance.
To stop an Amazon EC2-compatible instance

1. Open the Amazon OpsHub application.

2. In the Start computing section of the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page.
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All your compute resources appear in the Resources section.

If you have Amazon EC2-compatible instances running on your device, they appear in the
Instance name column under Instances.

Choose the instance that you want to stop, choose the Actions menu, and choose Stop. The
State changes to Stopping, and then to Stopped when done.

Starage volumes ey pairs Spapshats Tages

Instances Action: &
Artach Wi

Starting an Amazon EC2-compatible instance on an Snowball Edge with

Amazon OpsHub

Use these steps to start an Amazon EC2-compatible instance using Amazon OpsHub.

To start an Amazon EC2-compatible instance

1.
2.

Open the Amazon OpsHub application.

In the Start computing section of the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page.

Your compute resources appear in the Resources section.
In the Instance name column, under Instances, find the instance that you want to start.

Choose the instance, and then choose Start. The State changes to Pending, and then changes
to Running when done.

Storage volumes Key pairs Snapshots Images
Instances Actions &
a Attach VN 3
Start
Instance Mame Instance type Ctate Private |P Stop
Terminate
harbor she-c.xlarge = 192.0.2.0 sirrsmens ] 5= 2f9-451d-9141-868a38 16015

Starting an Amazon EC2-compatible instance 103



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Working with key pairs for EC2-compatible instances in Amazon
OpsHub

When you launch an Amazon EC2-compatible instance and intend to connect to it using SSH, you
have to provide a key pair. You can use Amazon EC2 to create a new key pair, or you can import an
existing key pair or manage your key pairs.

To create, import, or manage key pairs

1. Open Compute on the Amazon OpsHub dashboard.

2. Inthe navigation pane, choose the Compute (EC2) page, and then choose the Key Pairs tab.
You are redirected to the Amazon EC2 console where you can create, import, or manage your
key pairs.

3. Forinstructions on how to create and import key pairs, see Amazon EC2 key pairs and Linux
instances in the Amazon EC2 User Guide.

Terminating an Amazon EC2-compatible instance with Amazon OpsHub

After you terminate an Amazon EC2-compatible instance, you can't restart the instance.
To terminate an Amazon EC2-compatible instance

1. Open the Amazon OpsHub application.

2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. You can see all
your compute resources in the Resources section.

In the Instance name column, under Instances, find the instance that you want to terminate.

4. Choose the instance, and choose the Actionsmenu. From the Actions menu, choose

Terminate.
Storage volumes Key pairs Snapshots Images

Instances Actions &

Attach VML
f.l 2] L 1

Start

Instance Name Instance type State Private IP atop
Terminate

harbor shie-c xlarge £ Stopped 192.0.2.0 moTroros T 209-451d-9141-868a8 1601 5H
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5. In the Terminate instances window, choose Confirm terminate.

Terminate instances X

Are you sure you want to terminate the following instance?
5.i-83f363fb9582e8976 (harbor)

/\ Any data on the ephemeral storage of your instances will be lost.

l Cancel ‘ Confirm terminate

(® Note

After the instance is terminated, you can't restart it.

The State changes to Terminating, and then to Terminated when done.

Using storage volumes locally on Snowball Edge with Amazon OpsHub

Amazon EC2-compatible instances use Amazon EBS volumes for storage. In this procedure, you
create a storage volume and attach it to your instance using Amazon OpsHub.

To create a storage volume

1. Open the Amazon OpsHub application.

2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page.

3. Choose the Storage volumes tab. If you have storage volumes on your device, the details
about the volumes appear under Storage volumes.

4. Choose Create volume to open the Create volume page.
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&« Back | Compute (EC2) Create volume

Create Volume

Device
Select the device on which you wish to create the volume.

JID5a11d1db-8b98-4f37-80bf-97af46e45eb2 -10.24.34.0 v

Size
Define the size of the volume, in GiBs.

100

Volume Type

Select a performance type for your volume.

Capacity-optimized HDD volume (sbg1) v

(e m

5. Choose the device that you want to create the volume on, enter the size (in GiBs) that you
want to create, and choose the type of volume.

6. Choose Submit. The State is Creating, and changes to Available when done. You can see your
volume and details about it in the Volumes tab.

To attach a storage volume to your instance

1. Choose the volume that you created, and then choose Attach volume.

Attach volume: s.vol-0a12b34def5678901 X

Compute Instance Id
The Compute instance you wish to attach the volume to.

51-0123a2456b789c012d v

Volume Device Name
The device name of the volume.

Jdev/sdh

2. For Compute instance Id, choose the instance you want to attach the volume to.

3. For Volume Device Name, enter the device name of your volume (for example, /dev/sdh or
xvdh).

4. Choose Attach.
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If you no longer need the volume, you can detach it from the instance and then delete it.

Importing an image as an Amazon EC2-compatible AMI with Amazon
OpsHub

You can import a snapshot of your image into your Snowball Edge device and register it as an
Amazon EC2-compatible Amazon Machine Image (AMI). A snapshot is basically a copy of your
storage volume that you can use to create an AMI or another storage volume. By doing this, you
can bring your own image from an external source onto your device and launch it as an Amazon
EC2-compatible instance.

Follow these steps to complete the import of your image.

1. Upload your snapshot into an Amazon S3 bucket on your device.

2. Set up the required permissions to grant access to Amazon S3, Amazon EC2, and VM Import/
Export, the feature that is used to import and export snapshots.

3. Import the snapshot from the S3 bucket into your device as an image.
4. Register the image as an Amazon EC2-compatible AMI.

5. Launch the AMI as an Amazon EC2-compatible instance.

® Note

Be aware of the following limitations when uploading snapshots to Snowball Edge.

« Snowball Edge currently only support importing snapshots that are in the RAW image
format.

« Snowball Edge currently only support importing snapshots with sizes from 1 GB to 1 TB.

Step 1: Upload a snapshot into an S3 bucket on your device

You must upload your snapshot to Amazon S3 on your device before you import it. This is because
snapshots can only be imported from Amazon S3 available on your device or cluster. During the
import process, you choose the S3 bucket on your device to store the image in.

To upload a snapshot to Amazon S3

o To create an S3 bucket, see Creating Amazon S3 Storage.
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To upload a snapshot to an S3 bucket, see Uploading Files to Amazon S3 Storage.

Step 2: Import the snapshot from an S3 bucket

When your snapshot is uploaded to Amazon S3, you can import it to your device. All snapshots that
have been imported or are in the process of being imported are shown in Snapshots tab.

To import the snapshot to your device

1. Open the Amazon OpsHub application.

2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. All your
compute resources appear in the Resources section.

3. Choose the Snapshots tab to see all the snapshots that have been imported to your device.
The image file in Amazon S3 is a .raw file that is imported to your device as a snapshot. You
can filter by snapshot ID or the state of the snapshot to find specific snapshots. You can
choose a snapshot ID to see details of that snapshot.

4. Choose the snapshot that you want to import, and choose Import snapshot to open the
Import snapshot page.

5. For Device, choose the IP address of the Snow Family device that you want to import to.
6. For Import description and Snapshot description, enter a description for each.

7. Inthe Role list, choose a role to use for the import. Snowball Edge use VM Import/Export
to import snapshots. Amazon assumes this role and uses it to import the snapshot on your
behalf. If you don't have a role configured on your Amazon Snowball Edge, open the Amazon
Identity and Access Management (IAM in Amazon OpsHub where you can create a local IAM
role. The role also needs a policy that has the required VM Import/Export permissions to
perform the import. You must attach this policy to the role. For more details on this please
refer to Using IAM Locally.

The following is an example of the policy.

"Version":"2012-10-17",
"Statement": [

{
"Effect":"Allow",
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"Principal":{
"Service":"vmie.amazonaws.com"

}I

"Action":"sts:AssumeRole"

Sign in to the Amazon Web Services Management Console and open the IAM console at
https://console.amazonaws.cn/iam/.

The role you create should have minimum permissions to access Amazon S3 The following is
example of a minimum policy.

{
"Version":"2012-10-17",
"Statement": [
{

"Effect":"Allow",

"Action":[
"s3:GetBucketLocation",
"s3:GetObject",
"s3:ListBucket",
"s3:GetMetadata"

1)

"Resource":[
"arn:aws:s3:::import-snapshot-bucket-name",
"arn:aws:s3:::import-snapshot-bucket-name/*"

]

}
]
}

8. Choose Browse S3 and choose the S3 bucket that contains the snapshot that you want to
import. Choose the snapshot, and choose Submit. The snapshot begins to download onto your
device. You can choose the snapshot ID to see the details. You can cancel the import process
from this page.
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Step 3: Register the snapshot as an Amazon EC2-compatible AMI

The process of creating an Amazon EC2-compatible AMI from an image imported as a snapshot is
known as registering. Images that are imported to your device must be registered before they can
be launched as Amazon EC2-compatible instances.

To register an image imported as a snapshot

1. Open the Amazon OpsHub application.

2. Inthe Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. All your
compute resources appear in the Resources section.

Choose the Images tab. You can filter the images by name, ID, or state to find a specific image.

4. Choose the image that you want to register, and choose Register image.

Image | Deregister image | Register image
Q 1
=] Name Id State Daescription
test-image 5.ami-8087a170e24a3124d @I Available test-image-oopshub-1.15.6
SnowaL2 5.ami-88833957b18097f46 @A';‘i lable
test for 1.15.2 s.aml-8c4d8b29618568414 @ Avallable
testing s.aml-8ded7d2e397957318 @.—Ra—'.i.l.i':‘.lp tesing
test-windows 5.ami-8f12682f18b1dede2 () Available windows-test

5. On the Register image page, provide a Name and Description.

6. For Root volume, specify the name of the root device.

In the Block device section, you can change the size of the volume and the volume type.

7. If you want the volume to be deleted when the instance is terminated, choose Delete on
termination.

8. If you want to add more volumes, choose Add new volume.

9. When you are done, choose Submit.

Step 4: Launch the Amazon EC2-compatible AMI
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«  For more information, see Launching an Amazon EC2-compatible instance.

Deleting a snapshot from a Snowball Edge with Amazon OpsHub

If you no longer need a snapshot, you can delete it from your device. The image file in Amazon S3
is a .raw file that is imported to your device as a snapshot. If the snapshot that you are deleting is
used by an image, it can't be deleted. After import is completed, you can also delete the .raw file
that you uploaded to Amazon S3 on your device.

To delete a snapshot

1. Open the Amazon OpsHub application.

2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. All your
compute resources appear in the Resources section.

3. Choose the Snapshot tab to see all snapshots that have been imported. You can filter by
snapshot ID or state of the snapshot to find specific snapshots.

4. Choose the snapshot that you want to delete, and choose Delete. You can choose multiple
snapshots.

Snapshots Drelete Register image Import snapshot

Q 1

Snapshot 10 State Capacley Dascripthomn Start Thme

senap-01aibicd 567 d8e0f0g & Completed B GBs Snow marketalace AL2 AMI1.02 Thi, 05 Jun 2022 1EZ7:2Y GMT

5. In the Delete snapshot confirmation box, choose Delete snapshot. If your deletion is
successful, the snapshot is removed from the list under the Snapshots tab.

Deregistering an AMI on a Snowball Edge with Amazon OpsHub

To deregister an AMI

1. Open the Amazon OpsHub application.

2. In the Start computing section on the dashboard, choose Get started. Or, choose the Services
menu at the top, and then choose Compute (EC2) to open the Compute page. All your
compute resources appear in the Resources section.
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3. Choose the Images tab. All your images are listed. You can filter the images by name, ID, or
state to find a specific image.

4. Choose the image that you want to deregister, and choose Deregister.

ImagE . Deregister image | Register image
Q 1
-] Name Id State Description
test-image 5.ami-8087a170¢24a3124d &) Available test-image-oopshub-1.15.6
SnowAL2 s.aml-88835957b 1809746 () Avallable -
test for 1.15.2 gaml-Bc4dB8b2o618568414 @.-‘-:.-.ll..l!l.-'
testing s.aml-8ded7d2e397957518 ) Avallable tesing
test-windows s.ami-8f12682118b1dede2 G} Avallable windows-test

5. In the Confirm deregister image window, confirm the image ID and choose Deregister image.
When deregistering is successful, the image is removed from the list of images.

Confirm deregister image X

Are you sure you want to deregister the following image?

s.ami-8de47d2e397937318

Deregister image

Managing an Amazon EC2 cluster on Snowball Edge with Amazon
OpsHub

An Amazon EC2 cluster is a group of devices that provision together as a cluster of devices. To use
a cluster, the Amazon services on your device must be running at your default endpoint. You also
must choose the specific device in the cluster that you want to talk to. You use a cluster on a per-
device basis.
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To create an Amazon EC2 cluster

1. Connect and log in to your Snow device. For instructions on how to log in to your device, see
Unlocking a Snowball Edge device with Amazon OpsHub.

2. On the Choose device page, choose Snowball Edge cluster, and then choose Next.

3. Onthe Connect to your device page, provide the IP address of the device and the IP addresses
of other devices in the cluster.

4. Choose Add another device to add more devices, and then choose Next.

5. On the Provide the keys page, enter the device client unlock code, upload the device manifest,
and choose Unlock device.

Snowball Edge devices use 256-bit encryption to help ensure both security and full chain-of-
custody for your data.

6. (Optional) Enter a name to create a profile, and then choose Save profile name. You are
directed to the dashboard, where you see all your clusters.

You can now start using Amazon services and managing your cluster. You manage instances
in the cluster the same way you manage individual instances. For instructions, see Managing
Amazon services on the Snowball Edge with Amazon OpsHub.

Set up Amazon S3 compatible storage on Snowball Edge with Amazon
OpsHub

The Amazon S3 compatible storage on Snowball Edge service is not active by default. To start
the service on a device or cluster, you must create two virtual network interfaces (VNICs) on each
device to attach to the s3control and s3api endpoints.

Topics

« Amazon S3 compatible storage on Snowball Edge prerequisites for Amazon OpsHub

« Using the Amazon S3 compatible storage on Snowball Edge simple setup option in Amazon
OpsHub

« Using the Amazon S3 compatible storage on Snowball Edge advanced setup option using
Amazon OpsHub

» Configuring Amazon S3 compatible storage on Snowball Edge to autostart using Amazon
OpsHub
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» Creating a bucket in Amazon S3 compatible storage on Snowball Edge using Amazon OpsHub

» Upload files and folders to Amazon S3 compatible storage on Snowball Edge buckets using

Amazon OpsHub

» Remove files and folders from Amazon S3 compatible storage on Snowball Edge buckets with

Amazon OpsHub with Amazon OpsHub

» Delete buckets from Amazon S3 compatible storage on Snowball Edge

Amazon S3 compatible storage on Snowball Edge prerequisites for Amazon
OpsHub

Before you can set up your device or cluster using Amazon OpsHub, do the following:

« Power on your Snowball Edge device and connect it to your network.

« On your local machine, download and install the latest version of Amazon OpsHub. Connect

to the device or cluster to unlock it with a manifest file. For more information, see unlocking a
device.

Using the Amazon S3 compatible storage on Snowball Edge simple setup option
in Amazon OpsHub

Use the simple setup option if your network uses DHCP. With this option, the VNICs are created
automatically on each device when you start the service.

1. Log in to Amazon OpsHub, then choose Manage Storage.

This takes you to the Amazon S3 compatible storage on Snowball Edge landing page.
2. For Start service setup type, choose Simple.

3. Choose Start service.

(@ Note

This takes a few minutes to complete and depends on the number of devices you're
using.

After the service starts, the Service state is active, and there are endpoints.
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Amazon S3 compatible storage on Snow Stop service

Enable service auto-start

Amazon 53 compatible storage on Snow resources

@ active @

wpelint stat 5 endpoint Info sControl endpoint status dpoint Info

© Actve 3 10.0.08 © Active F 10.00.1

Create bucket

Q

Buckets (3) e

MName - Creation date v

1bucket Thu, 16 Mar 2023 00:51:53 GMT

Using the Amazon S3 compatible storage on Snowball Edge advanced setup
option using Amazon OpsHub

Use the advanced setup option if your network uses static IP addresses or if you want to reuse
existing VNIs. With this option, you create VNICs for each device manually.

1. Log in to Amazon OpsHub, then choose Manage Storage.

This takes you to the Amazon S3 compatible storage on Snowball Edge landing page.
2. For Start service setup type, choose Advanced.

3. Select the devices that you need to create VNICs for.

For clusters, you need a minimum quorum of devices to start the Amazon S3 compatible
storage on Snowball Edge service. The quorum is two for a three-node cluster.

(® Note

For the initial start of the service in a cluster setup, you must have all devices in the
cluster configured and available for the service to start. For subsequent starts, you can
use a subset of the devices if you meet quorum, but the service will start in a degraded
state.

4. For each device, choose an existing VNIC or select Create VNI.
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Each device needs a VNIC for the S3 endpoint for object operations and another for the
S3Control endpoint for bucket operations.

5. If you're creating a VNIC, choose a physical network interface and enter the status IP address
and subnet mask, then choose Create virtual network interface.

6. After you create your VNICS, choose Start service.

® Note

This takes a few minutes to complete and depends on the number of devices you're
using.

After the service starts, the Service state is active, and there are endpoints.

Configuring Amazon S3 compatible storage on Snowball Edge to autostart using
Amazon OpsHub

1. Log in to Amazon OpsHub, then choose Manage Storage.

This takes you to the Amazon S3 compatible storage on Snowball Edge landing page.

2. In Amazon S3 compatible storage on Snow resources, choose Enable service auto-start. The
system configures the service to automatically start in the future.

Amazon 53 compatible storage on Snow resources c Enable service auto-start

.3 endpolnt infe SControl endpaint stat
@ Active (9 10.0.08 © setiv (9 10.0.0.1

Creating a bucket in Amazon S3 compatible storage on Snowball Edge using
Amazon OpsHub

Use the Amazon OpsHub interface to create an Amazon S3 bucket on your Snowball Edge device.

1. Open Amazon OpsHub.

Set up Amazon S3 compatible storage on Snowball Edge with Amazon OpsHub 116



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

2. In Manage storage, choose Get started. The Amazon S3 compatible storage on Snow page
appears.

3. In Buckets, choose Create bucket. The Create bucket screen appears.

Create bucket

Bucket settings

Bucket name  Inf

test123

Default encryption

@ 53 compatible storage on Snow buckets are encrypted at all times and this setting cannot be changed

Amazon 55 key [S5E-53)

4. In Bucket name, enter a name for the bucket.

(® Note

Bucket names must be unique within your Snowball device or cluster and must not
contain spaces or uppercase letters.

5. Choose Create bucket. The system creates the bucket and it appears in Buckets in the Amazon
S3 compatible storage on Snow page.

Upload files and folders to Amazon S3 compatible storage on Snowball Edge
buckets using Amazon OpsHub

Use the Amazon OpsHub interface to upload files and folders to Amazon S3 compatible storage on
Snowball Edge buckets. Files and folders may be uploaded separately or together.
1. Open Amazon OpsHub

2. In Manage storage, in Buckets, choose a bucket in which to upload files. The page for that
bucket appears.

3. In the bucket page, choose Upload files. The Upload page appears.
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Upload ...

Add the files and folders that you want to upload. To upload a file larger than 160 GB, use the AWS CLI, AWS SDK, or the Amazon 53 REST AP Learn more [

Files and folders (2 total, 1.8 KB) Remeve Add files Add folders

Q 1

cert . - 1.8 KB

4. Upload files or folders by dragging them from an operating system file manager to the
Amazon OpsHub window or do the following:
a. Select Add files or Add folders.

b. Select one or more files or folders to upload. Select Open.

The system uploads the selected files and folders to the bucket on the device. After the upload
is complete, the names of the files and folders appear in the Files and folders list.

Remove files and folders from Amazon S3 compatible storage on Snowball Edge
buckets with Amazon OpsHub with Amazon OpsHub

Use the Amazon OpsHub interface to remove and permanently delete files and folders from
buckets on the Snowball Edge device.
1. Open Amazon OpsHub.

2. In Manage storage, in Buckets, select the name of a bucket from which to delete files and
folders. The page for that bucket appears.

3. InFiles and folders select the check boxes of the files and folders to permanently delete.

4. Select Remove. The system removes the files or folders from the bucket on the device.

Delete buckets from Amazon S3 compatible storage on Snowball Edge

Before you can delete a bucket from a device, the bucket must be empty. Either remove files and
folders from the bucket or use the empty bucket tool. To remove files and folders, see Remove files
and folders from Amazon S3 compatible storage on Snowball Edge buckets with Amazon OpsHub
with Amazon OpsHub.
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To use the empty bucket tool

1. Open Amazon OpsHub.
2. In Manage storage, in Buckets, select the radio button of the bucket to empty.

3. Select Empty. The Empty bucket page appears.
Empty bucket ..

&+ Emptying the bucket deletes all objects In the bucket and cannot be undone

* Objects added to the bucket while the empty bucket action Is In progress might be deleted

@ 1f your bucket contalns a large number of objects, creating a ifecycle rule to delete all objects In the bucket might be a more efficient way of Go to lifecycle rule configuration
emptying your bucket.

Permanently delete all objects in bucket "test123"?

To confirm deletion, type permanently delete in the text Input field

permanently delete

Cancel Empty

4. In the text box in the Empty bucket page, type permanently delete.
5. Select Empty. The system empties the bucket.

To delete an empty bucket

1. In Manage storage, in Buckets, select the radio button of the bucket to delete.

2. Select Delete. The Delete bucket page appears.

Delete bucket "test123"?

To confiem deletion, type the name of the bucket In the field

Cancal

3. Inthe text box in the Delete bucket page, type the name of the bucket.
4. Select Delete. The system deletes the bucket from the device.

Managing Amazon S3 adapter storage with Amazon OpsHub

You can use Amazon OpsHub to create and manage Amazon Simple Storage Service (Amazon S3)
storage on your Snowball Edge using the S3 adapter for import and export jobs.

Topics
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o Accessing Amazon S3 storage with Amazon OpsHub

» Uploading files to Amazon S3 storage with Amazon OpsHub

» Downloading files from Amazon S3 storage with Amazon OpsHub

» Deleting files from Amazon S3 storage with Amazon OpsHub

Accessing Amazon S3 storage with Amazon OpsHub

You can upload files to your device and access the files locally. You can physically move them to
another location on the device, or import them back to the Amazon Web Services Cloud when the
device is returned.

Snowball Edge use Amazon S3 buckets to store and manage files on your device.
To access an S3 bucket

1. Open the Amazon OpsHub application.

2. Inthe Manage file storage section of the dashboard, choose Get started.

If your device has been ordered with the Amazon S3 transfer mechanism, they appear in the
Buckets section of the File & object storage page. On the File & object storage page, you can
see details of each bucket.

(® Note

If the device was ordered with the NFS transfer mechanism, the bucket name will
appear under the mount points section after NFS service is configure and activated.
For more information on using the NFS interface, see Managing the NFS interface with
Amazon OpsHub.
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File & object storage

Wi Amazon 53 to manage files and objects stongd on your device, Add les (o the device so they (an be
acgessed lodally, For import jobs, the files will be transfemed to AWS wien the device is sent back.

Resources

Storage avallable
31585 GB avalable of 925.55 GB

5%

m Select 3 bucket below 1o start transterring fles o wour device, -
Buckets (7]

o 1
Eucket namsa Date created
shew-cutput Mon, T2 Ot 200E 105050 GMT
awh-bucket-a Mon, 12 Con 2000 17:50:30 GMT
swh-bucket-b Mon, 12 0o 2008 17:50:30 GMT
sh-Bucket-c Mon, 13 ot 2003 17,5050 GMT
swhb-buciost-d Mon, T2 Ot 2008 175050 GMT
wh-bucket-e Mo, 12 et 2008 17:50:30 GMT
swh-bucket-1 Mon, 12 0o 2008 17:50:30 GMT

Uploading files to Amazon S3 storage with Amazon OpsHub

To upload a file

1. In the Manage file storage section on the dashboard, choose Get started. If you have Amazon
S3 buckets on your device, they appear in the Buckets section on the File storage page. You
can see details of each bucket on the page.

2. Choose the bucket that you want to upload files into.

3. Choose Upload then Upload files or drag and drop the files in the bucket, and choose OK.
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File & object storage: swb-bucket-a

Objects (0]
Upload Files
2 Uplpad folder
Harme Last uploaded Size
Mo ohjects
L T [ t k
(® Note

To upload larger files, you can use the multipart upload feature in Amazon S3 using
the Amazon CLI. For more information about configuring S3 CLI settings, see CLI

S3 Configuration. For more information on multipart upload, see Multipart Upload
Overview in the Amazon Simple Storage Service User Guide

Uploading a folder from a local machine to Snowball Edge using the Amazon OpsHub
is supported. If the folder size is very large, it takes some time for OpsHub to read the
file/folder selection. While OpsHub is reading the files and folders, it does not display
a progress tracker. However, it does display a progress tracker is displayed once the
upload process begins.

Downloading files from Amazon S3 storage with Amazon OpsHub

To download a file

1. In the Manage file storage section of the dashboard, choose Get started. If you have S3
buckets on your device, they appear in the Buckets section on the File storage page. You can
see details of each bucket on the page.

2. Choose the bucket that you want to download files from and navigate to the file that you want
to download. Choose one or more files.
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File & object storage: swb-bucket-a

Objects (1) : T 1 1
J ] Aitions & Uplead
Delete
] Downlaad file 1
Mame Last uploaded Lize
| [ cutput e Fri, 17 Feb 2023 1%:20:05 GMT 2356

3. Inthe Actions menu, choose Download.

4. Choose a location to download the file to, and choose OK.

Deleting files from Amazon S3 storage with Amazon OpsHub

If you no longer need a file, you can delete it from your Amazon S3 bucket.
To delete a file

1. In the Manage file storage section of the dashboard, choose Get started. If you have Amazon
S3 buckets on your device, they appear in the Buckets section on the File storage page. You
can see details of each bucket on the page.

2. Choose the bucket you want to delete files from, and navigate to the file that you want to
delete.

3. On the Actions menu, choose Delete.

4. In the dialog box that appears, choose Confirm delete.

Managing the NFS interface with Amazon OpsHub

Use the Network File System (NFS) interface to upload files to the Snowball Edge as if the
device is local storage to your operating system. This allows for a more user-friendly approach
to transferring data because you can use features of your operating system, like copying files,
dragging and dropping them, or other graphical user interface features. Each S3 bucket on the
device is available as an NFS interface endpoint and can be mounted to copy data to. The NFS
interface is available for import jobs.

You can use the NFS interface if the Snowball Edge device was configured to include it when the
job to order the device was created. If the device is not configured to include the NFS interface,
use the S3 adapter or Amazon S3 compatible storage on Snowball Edge to transfer data. For
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more information about the S3 adapter, see Managing Amazon S3 adapter storage with Amazon
OpsHub. For more information about Amazon S3 compatible storage on Snowball Edge, see Set up
Amazon S3 compatible storage on Snowball Edge with Amazon OpsHub.

When started, the NFS interface uses 1 GB of memory and 1 CPU. This may limit the number of
other services running on the Snowball Edge or the number of EC2-compatible instances that can
run.

Data transferred through the NFS interface is not encrypted in transit. When configuring the
NFS interface, you can provide CIDR blocks and the Snowball Edge will restrict access to the NFS
interface from client computers with addresses in those blocks.

Files on the device will be transferred to Amazon S3 when it is returned to Amazon. For more
information, see Importing Jobs into Amazon S3.

For more information about using NFS with your computer operating system, see the
documentation for your operating system.

Keep the following details in mind when using the NFS interface.

« The NFS interface provides a local bucket for data storage on the device. For import jobs, no data
from the local bucket will be imported to Amazon S3.

 File names are object keys in your local S3 bucket on the Snowball Edge. The key name is
a sequence of Unicode characters whose UTF-8 encoding is at most 1,024 bytes long. We
recommend using NFSv4.1 where possible and encode file names with Unicode UTF-8 to ensure
a successful data import. File names that are not encoded with UTF-8 might not be uploaded to
S3 or might be uploaded to S3 with a different file name depending on the NFS encoding you
use.

 Ensure that the maximum length of your file path is less than 1024 characters. Snowball Edge do
not support file paths that are greater that 1024 characters. Exceeding this file path length will
result in file import errors.

« For more information, see Object keys in the Amazon Simple Storage Service User Guide.

« For NFS based transfers, standard POSIX style metadata will be added to your objects as they get
imported to Amazon S3 from Snowball Edge. In addition, you will see meta-data "x-amz-meta-
user-agent aws-datasync" as we currently use Amazon DataSync as part of the internal import
mechanism to Amazon S3 for Snowball Edge import with NFS option.

» You can transfer up to 40M files using a single Snowball Edge device. If you require to transfer
more than 40M files in a single job, please batch the files in order to reduce the file numbers per
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each transfer. Individual files can be of any size with a maximum file size of 5 TB for Snowball
Edge devices with the enhanced NFS interface or the S3 interface.

You can also configure and manage the NFS interface with the Snowball Edge client, a command
line interface (CLI) tool. For more information, see Managing the NFS interface.

Topics

 Starting the NFS service on a Windows operating system

« Configuring the NFS interface automatically with Amazon OpsHub

» Configuring the NFS interface manually with Amazon OpsHub

« Managing NFS endpoints on the Showball Edge with Amazon OpsHub

« Mounting NFS endpoints on client computers

« Stopping the NFS interface with Amazon OpsHub

Starting the NFS service on a Windows operating system

If your client computer is using the Windows 10 Enterprise or Windows 7 Enterprise operating
system, start the NFS service on the client computer before configuring NFS in the Amazon
OpsHub application.

1. Onyour client computer, open Start, choose Control Panel and choose Programs.

2. Choose Turn Windows features on or off.

(® Note

To turn Windows features on, you may need to provide an admin user name and
password for your computer.

3. Under Services for NFS, choose Client for NFS and choose OK.

Configuring the NFS interface automatically with Amazon OpsHub

The NFS interface is not running on the Snowball Edge device by default, so you need to start

it to enable data transfer on the device. With a few clicks, your Snowball Edge can quickly and
automatically configure the NFS interface for you. You can also configure the NFS interface
yourself. For more information, see Configuring the NFS interface manually with Amazon OpsHub.
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1. In the Transfer data section on the dashboard, choose Enable & start. This could take a
minute or two to complete.

File storage [ Emable & start |

Hetwork File System (NF5) Resources

2. When the NFS service is started, the IP address of the NFS interface is shown on the dashboard
and the Transfer data section indicates that the service is active.

3. Choose Open in Explorer (if using a Windows or a Linux operating system) to open the file
share in your operating system's file browser and start transferring files to the Snowball
Edge. You can copy and paste or drag and drop files from your client computer into the file
share. In Windows operating system, your file share looks like the following buckets(\
\12.123.45.679)(Z:).

(@ Note

In Linux operating systems, mounting NFS endpoints requires root permissions.

Configuring the NFS interface manually with Amazon OpsHub

The NFS interface is not running on the Snowball Edge device by default, so you need to start it
to enable data transfer on the device. You can manually configure the NFS interface by providing
the IP address of a Virtual Network Interface (VNI) running on the Snowball Edge device and
restricting access to your file share, if required. Before configuring the NFS interface manually,
set up a virtual network interface (VNI) on your Snowball Edge device. For more information, see
Network Configuration for Compute Instances.

You can also have the Snowball Edge device configure the NFS interface automatically. For more
information, see Configuring the NFS interface automatically with Amazon OpsHub.

1. At the bottom of Transfer data section, on the dashboard, choose Configure manually.
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2. Choose Enable & start to open the Start NFS wizard. The Physical network interface field is
populated.

Start NFS X

Physical network interface

RJ45: 5.ni-8459d6c7273eed333 v
O Create IP address Use existing IP
(VNI) address (VNI)

IP Address assignment

DHCP v

© Restrict NFS to Allow all hosts
allowed hosts

Allowed hosts
Provide a set of CIDR blocks allowed to connect to the NFS service,

192.0.2.0/24
X
Add allowed hosts
Allow instances on this device to access NFS
Enable
Cancel

3. Choose Create IP address (VNI) or choose Use existing IP address.
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4. If you choose Create IP address (VNI), then choose DHCP or Static IP in the IP Address
assignment list box.

/A Important

If you use a DHCP network, it is possible that the NFS interface's IP address could

be reassigned by the DCHP server. This can happen after the device has been
disconnected and the IP addresses are recycled. If you set an allowed host range and
the address of the client changes, another client can pick up that address. In this case,
the new client will have access to the share. To prevent this, use DHCP reservations or
static IP addresses.

If you choose Use existing IP address, then choose a virtual network interface from the
Virtual network interface list box.

5. Choose to restrict access to the NFS interface and provide a block of allowed network
addresses, or allow any devices on the network to access the NFS interface on the Snowball

Edge.

« To restrict access to the NFS interface on the Snowball Edge, choose Restrict NFS to
allowed hosts. In Allowed hosts enter a set of CIDR blocks. If you want to allow access to
more than one CIDR block, enter another set of blocks. To remove a set of blocks, choose X
next to the field containing the blocks. Choose Add allowed hosts.

(® Note

If you choose Restrict NFS to allowed hosts and do not provide allowed CIDR blocks,
the Snowball Edge will deny all requests to mount the NFS interface.

» To allow any device on the network to access the NFS interface, choose Allow all hosts.

6. To allow EC2-compatible instances running on the Snowball Edge to access the NFS adapter,
choose Enable.

7. Choose Start NFS. It could take about a minute or two to start.

/A Important
Don't turn off the Snowball Edge while the NFS interface is starting.
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From the Network File System (NFS) Resources section, the State of the NFS interface shows
as Active. You will need the IP address listed to mount the interface as local storage on client
computers.

Managing NFS endpoints on the Snowball Edge with Amazon OpsHub

Each S3 bucket on the Snowball Edge is represented as an endpoint and listed in Mount paths.
After the NFS interface is started, mount an endpoint to transfer files to or from that endpoint.
Only one endpoint can be mounted at a time. To mount a different endpoint, unmount the current
endpoint first.

To mount an endpoint
1. In the Mount paths section, do one of the following to select an endpoint:

« In the Filter endpoints field, enter all or part a bucket name to filter the list of available
endpoints on your entry, then choose the endpoint.

» Choose the endpoint to mount in the Mount paths list.

2. Choose Mount NFS endpoint. The Snowball Edge mounts the endpoint for use.

To unmount an endpoint

1. In the Mount paths section, choose the endpoint to unmount.

2. Choose Unmount endpoint. The Snowball Edge unmounts the endpoint and it is no longer
available for use.

(® Note

Before unmounting an endpoint, ensure no data is being copied from or to it.

Mounting NFS endpoints on client computers

After the NFS interface is started and an endpoint mounted, mount the endpoint as local storage
on client computers.
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1. In Mount paths, choose the copy icon of the endpoint to mount. Paste it in your operating
system when mounting the endpoint.

2. The following are the default mount commands for Windows, Linux, and macOS operating
systems.

« Windows:

mount -o nolock rsize=128 wsize=128 mtype=hard nfs-interface-ip-address:/
buckets/BucketName *

e Linux:
mount -t nfs nfs-intexface-ip-address:/buckets/BucketName mount_point

« macOS:

mount -t nfs -o vers=3,rsize=131072,wsize=131072,nolocks, hard,retrans=2 nfs-
interface-ip-address:/buckets/$bucketname mount_point

Stopping the NFS interface with Amazon OpsHub

Stop the NFS interface on the Snowball Edge device when you are done transferring files to or
from it.

1. From the dashboard, choose Services and then choose File Storage.

2. On the File Storage page, choose Disable data transfer. It usually takes up to 2 minutes for
the NFS endpoints to disappear from the dashboard.

Rebooting the device with Amazon OpsHub

Follow these steps to use Amazon OpsHub to reboot your Snow device.
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/A Important
We highly recommend that you suspend all activities on the device before you reboot the
device. Rebooting a device stops running instances and interrupts any writing to Amazon
S3 buckets on the device.

To reboot a device

1.  On the Amazon OpsHub dashboard, find your device under Devices. Then choose the device to
open the device details page.

2. Choose the Device Power menu, then choose Reboot. A dialog box appears.

Edit dewice alias Check for updates Download access keys Device Power &

Reboot
Device information Shutdown
Davice 1D Device type Total HOD storags
AD-Z06843500001-52-41-78-72-22-06-07-19- Sngwhall Edge 36I4TE
State Network IP addresses Tatal 550 storage
Unleched 152020 635TB

3. In the dialog box, choose Reboot. Your device starts to reboot.

Reboot device

X

(@ We highly recommend that you suspend all activity on the device before you
restart the device.

Restarting a device stops running instances, interrupts any writing to Amazon S3
buckets on the device, and stops any write operations from the file interface without

clearing the cache.

Reboot

While the device shuts down, the LCD screen displays a message indicating the device is
shutting down.
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Snowball Edge

Snowball Edge

Shutting down, please wait.

»
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Managing profiles with Amazon OpsHub

You can create a profile for persistent storage of your credentials on your local file system. Using
Amazon OpsHub, you have the option to create a new profile any time you unlock the device using
the device IP address, unlock code, and manifest file.

You can also use the Snowball Edge Client to create a profile at any time. See Configuring a profile
for the Snowball Edge Client.

To create a profile

1.  Unlock your device locally and sign in according to the instructions in Unlocking a Snowball
Edge device with Amazon OpsHub.

2. Name the profile and choose Save profile name.

Shutting down the device with Amazon OpsHub

Follow these steps to use Amazon OpsHub to shut down your Snow device.

/A Important

We highly recommend that you suspend all activities on the device before you shut down
the device. Shutting down a device stops running instances and interrupts any writing to
Amazon S3 buckets on the device.

To shut down a device

1.  On the Amazon OpsHub dashboard, find your device under Devices. Then choose the device to
open the device details page.

2. Choose the Device Power menu, then choose Shutdown. A dialog box appears.

Device information Shutdewn

DBewice type
ND- 206843500001 -52-41-78-72-22-06-07-19
58

Network IP addusies ota
Unlacked 192.0.2.0 BISTE

3. In the dialog box, choose Shutdown. Your device starts to shut down.
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Shutdown device b ¢

(@ We highly recommend that you suspend all activity on the device before you
shutdown the device.

Shutting down a device stops running instances, interrupts any writing to Amazon S3
buckets on the device, and stops any write operations from the file interface without
clearing the cache.

While the device shuts down, the LCD screen displays a message indicating the device is
shutting down.

Shutting down the device
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Snowball Edge

Snowball Edge

Shutting down, please wait.

»
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Editing the device alias with Amazon OpsHub

Use these steps to edit your device alias using Amazon OpsHub.
To edit your device's alias

1.  On the Amazon OpsHub dashboard, find your device under Devices. Choose the device to open
the device details page.

2. Choose the Edit device alias tab.

| Edit device alias Chack for updates Download access keys Device Power ¥

Device information

Jevice 1D Device type ‘otal HOD
JD-206843500001-52-41-T8-72-22-06-07-19- Snowball Edge 3614TE
54

state Metwork IP addresses Total 550 storage
Unilpdkid 192.0.2.0 63ISTE

3. For Device alias, enter a new name, and choose Save alias.

Edit device alias X

Enter a device alias to more easily identify Snowball devices.

Device alias

Managing public key certificates using OpsHub

You can securely interact with Amazon services running on a Snowball Edge device or a cluster of
Snowball Edge devices through the HTTPS protocol by providing a public key certificate. You can
use the HTTPS protocol to interact with Amazon services such as IAM, Amazon EC2, S3 adapter,
Amazon S3 compatible storage on Snowball Edge, Amazon EC2 Systems Manager, and Amazon
STS on Snowball Edge devices. In the case of a cluster of devices, a single certificate is required
and can be generated by any device in the cluster. Once a Snowball Edge device generates the
certificate and you unlock the device, you can use Snowball Edge client commands to list, get, and
delete the certificate.

A Snowball Edge device generates a certificate when the following events occur:
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« The Snowball Edge device or cluster is unlocked for the first time.

« The Snowball Edge device or cluster is unlocked after deleting the certificate (using the delete-
certificate command or Renew certificate in Amazon OpsHub).

» The Snowball Edge device or cluster is rebooted and unlocked after the certificate expires.
Whenever a new certificate is generated, the old certificate is no longer valid. A certificate is valid
for a period of one year from the day it was generated.

You can also use the Snowball Edge client to manage public key certificates. For more information,
see Managing public key certificates.

Topics

« Download the public key certificate using OpsHub

« Renewing the public key certificate using OpsHub

Download the public key certificate using OpsHub
You can download the active public key certificate to your computer.

1.  On the Amazon OpsHub dashboard, find your device under Devices. Choose the device to open
the device details page.

2. In the device details page, choose the Manage certificate menu. From the menu, choose
Download certificate.

3. A window appears in which you can name the certificate file to download and choose the
location on your computer where it will be downloaded. Choose Save.

Renewing the public key certificate using OpsHub

Before renewing the public key certificate, stop all data transfers to or from the Snowball Edge
device and stop any EC2-compatible that are running. For more information, see Stopping an
Amazon EC2-compatible instance in this guide.

1.  On the Amazon OpsHub dashboard, find your device under Devices. Choose the device to open
the device details page.

2. In the device details page, choose the Manage certificate menu. From the menu, choose
Renew certificate.
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3. In the Renew certificate window, enter Renew in the field and choose Renew. The Snowball
Edge device deletes the existing public key certificate and reboots the device or cluster.

Renew certificate X

The following certificate will be deleted:

arn:aws:snowball-device:::certificate/example

Stop all activity on the Snow device or cluster before proceeding.
Clicking Renew will automatically reboot all devices attached to this
certificate and terminate any ongoing data transfers and other running
processes. A new certificate will be generated when you unlock the device
or cluster after it reboots.

To confirm, enter Renew in the field and then choose Renew

Cancel Renew

Getting updates for the Snowball Edge

You can check for updates for your device and install them. version.

Updating the device
Follow these steps to use Amazon OpsHub to update your Snow device.
To update the device

1.  On the Amazon OpsHub dashboard, find your device under Devices. Choose the device to open
the device details page.
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2. Choose the Check for updates tab.

The Check for updates page displays the current software version on your device and the
latest software version, if there is one.

Check for updates X

Device software version: 100

Latest software version: NA

Download update

3. If thereis an update, choose Download update. Otherwise, choose Close.

Updating the Amazon OpsHub application

To verify that automatic updates are enabled for Amazon OpsHub

1.  On the Amazon OpsHub dashboard, choose Preferences.
2. Open the Updates tab.
3. Verify that Automatic updates enabled is selected. Automatic update is enabled by default.

» Updates

Autcmatic updates
Automatically update th

] ¥ the conesle
Autematic updates enabled

If Automatic updates enabled is not selected, you will not get the latest version of the
Amazon OpsHub application.

Automating your management tasks with Amazon OpsHub

You can use Amazon OpsHub to automate operational tasks that you perform frequently on your
Snowball Edge. You can create a task for reoccurring actions that you might want to perform on
resources, such as restarting virtual servers, stopping Amazon EC2-compatible instances, and so
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on. You provide an automation document that safely performs operational tasks and runs the
operation on Amazon resources in bulk. You can also schedule common IT workflows.

(® Note

Automating tasks is not supported on clusters.
To use tasks, the Amazon EC2 Systems Manager service must be started first. For more
information, see Activating Snowball Edge Device Management on a Snowball Edge.

Topics

» Creating and starting a task with Amazon OpsHub

» Viewing details of a task in Amazon OpsHub

» Deleting a task in Amazon OpsHub

Creating and starting a task with Amazon OpsHub

When you create a task, you specify the types of resources that the task should run on, and then
provide a task document that contains the instructions that run the task. The task document is
either in YAML or JSON format. You then provide the required parameters for the task and start the
task.

To create a task
1. In the Launch tasks section of the dashboard, choose Get started to open the Tasks page. If
you have created tasks, they appear under Tasks.

2. Choose Create task and provide details for the task.

3. For Name, enter a unique name for the task.

® Tip
The name must be between 3 and 128 characters. Valid characters are a-z, A-Z, 0-9,
., and -.

4. Optionally, you can choose a target type from the Target type-optional list. This is the type of
resource that you want the task to run on.
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For example, you can specify /AWS: :EC2: : Instance for the tasks to run on an Amazon EC2-
compatible instance or / to run on all resource types.

5. In the Content section, choose YAML or JSON, and provide the script that performs the task.
You have two options, YAML or JSON format. For examples, see Task examples in Amazon

OpsHub.
6. Choose Create. The task that you created then appears on the Tasks page.

To start a task

1. In the Launch tasks section of the dashboard, choose Get started to open the Tasks page.
Your tasks appear under Tasks.

2. Choose your task to open the Start task page.

3. Choose Simple execution to run on targets.

Choose Rate control to run safely on multiple targets and define concurrency and error
thresholds. For this option, you provide the additional target and error threshold information
in the Rate control section.

4. Provide the required input parameters, and choose Start task.

The status of the task is Pending, and changes to Success when the task has run successfully.

Task examples in Amazon OpsHub

The following example restarts an Amazon EC2-compatible instance. It requires two input
parameters: endpoint and instance ID.

YAML example

description: Restart EC2 instance
schemaVersion: '0.3'
parameters:
Endpoint:
type: String
description: (Required) EC2 Service Endpoint URL
Id:
type: String
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description: (Required) Instance Id
mainSteps:
- name: restartInstance
action: aws:executeScript
description: Restart EC2 instance step
inputs:
Runtime: python3.7
Handler: restart_instance
InputPayload:
Endpoint: "{{ Endpoint }}"
Id: "{{ Id }}"
TimeoutSeconds: 30
Script: |-
import boto3
import time
def restart_instance(payload, context):
ec2_endpoint = payload['Endpoint']
instance_id = payload['Id']
ec2 = boto3.resource('ec2', endpoint_url=ec2_endpoint)
instance = ec2.Instance(instance_id)
if instance.state['Name'] != 'stopped':
instance.stop()
instance.wait_until_stopped()
instance.start()
instance.wait_until_running()
return {'InstanceState': instance.state}

JSON example
{
"description" : "Restart EC2 instance",
"schemaVersion" : "0.3",
"parameters" : {
"Endpoint" : {
"type" : "String",
"description" : "(Required) EC2 Service Endpoint URL"
},
"Id" : {
"type" : "String",
"description" : "(Required) Instance Id"
}
b
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"mainSteps" : [ {

"name" : "restartInstance",
"action" : "aws:executeScript",
"description" : "Restart EC2 instance step",
"inputs" : {
"Runtime" : "python3.7",
"Handler" : "restart_instance",
"InputPayload" : {
"Endpoint" : "{{ Endpoint }}",
"Id" . "{{ Id }}"
},
"TimeoutSeconds" : 30,
"Script" : "import boto3\nimport time\ndef restart_instance(payload, context):\n

ec2_endpoint = payload['Endpoint']\n instance_id = payload['Id']\n
ec2 = boto3.resource('ec2', endpoint_url=ec2_endpoint)\n

instance = ec2.Instance(instance_id)\n

if instance.state['Name'] != 'stopped':\n

instance.stop()\n

instance.wait_until_stopped()\n

instance.start()\n

instance.wait_until_running()\n

return {'InstanceState': instance.statel}"

Viewing details of a task in Amazon OpsHub

You can view details of a management task, such as the description and the parameters that are

required to run the task.

To view details of a task

1. In the Launch tasks section of the dashboard, choose Get started to open the Tasks page.

2. On the Tasks page, locate and choose the task that you want to see details of.

3. Choose View details, and choose one of the tabs to see the details. For example, the
Parameters tab shows you the input parameters in the script.
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Deleting a task in Amazon OpsHub

Follow these steps to delete a management task.
To delete a task

1. In the Launch tasks section of the dashboard, choose Get started to open the Tasks page.

2. Locate the task that you want to delete. Choose the task, and then choose Delete.

Setting the NTP time servers for the device with Amazon
OpsHub

Follow these steps to view and update which time servers your device must synchronize time with.
To check time sources
1. Onthe Amazon OpsHub dashboard, find your device under Devices. Choose the device to open

the device details page.

2.  You will see a list of time sources that your device is synchronizing time with in the Time
sources table.

The Time sources table has four columns:

o Address: The DNS name / IP address of the time source

« State: The current connection status between the device and that time source, there are 5
possible states:

o CURRENT: Time source is currently being used to synchronize time
« COMBINED: Time source is combined with the current source

o EXCLUDED: Time source is excluded by the combining algorithm

« LOST: Connection with the time source has been lost

o UNAVAILABILITY: An invalid time source where the combining algorithm has deemed to
be either a falseticker or has too much variability

« Type: Network Time Protocol (NTP) sources can be a server or peer. A server can be set by
the user using the update-time-server command, whereas a peer can only be set up using
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other Snowball Edge devices in the cluster and are automatically set up when the cluster is
associated.

o Stratum: The stratum of the source. Stratum 1 indicates a source with a locally attached
reference clock. A source that is synchronized to a Stratum 1 source is set at Stratum 2. A
source that is synchronized to a stratum 2 source is set at Stratum 3, and so on.

To update the time servers

1. Onthe Amazon OpsHub dashboard, find your device under Devices. Choose the device to open
the device details page.

2.  You will see a list of time sources that your device is synchronizing time with in the Time
sources table.

Choose Update time servers on the Time sources table.

4. Provide the DNS name or the IP address of the time servers you would like your device to
synchronize time with, and choose Update.

Update time servers

Update time servers on JID-206843500001-52-41-78-72-22-06-07-19-58

Creerriding Existing Settings
Updating the tirme servers will overide existing time server settings

NTP server I address or DNS name

Add new time server

Supported NTP device types and software versions

NTP isn't available on any version 2 storage and compute device types. Snowball Edge version
3 storage and compute device types with software version 77 or later support NTP, however. To
check if NTP is enabled, use the Snowball Edge CLI command describe-time-sources.
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Configuring and using the Snowball Edge Client

The Snowball Edge Client is a command-Lline interface (CLI) tool from Amazon that you can use
to work with a Snowball Edge or a cluster of Snowball Edge. You can use the client to unlock a

Snowball Edge or cluster of devices, set up Snowball Edge, start and stop services on devices, and

transfer data to or from devices. The Snowball Edge client is compatible with computers running

on Linux, macOS, and Windows operating systems.

Topics

Downloading and installing the Snowball Edge Client

Configuring a profile for the Snowball Edge Client

Finding Snowball Edge client version

Getting credentials for a Snowball Edge

Starting a service on a Snowball Edge

Stopping a service on a Snowball Edge

Viewing and downloading logs from Snowball Edge

Viewing status of a Snowball Edge

Vieiwing status of services running on Snowball Edge

Viewing status of features of Snowball Edge

Setting time servers for Snowball Edge

Getting a QR code to validate Snowball Edge NFC tags

Updating MTU size

Downloading and installing the Snowball Edge Client

Install and configure the client according to the instructions below.

Linux

(® Note
The Snowball Edge client is only supported on 64-bit Linux distributions.

Downloading and installing the Snowball Edge Client
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1. Extract the snowball-client-linux.tar.gz file. It creates the /snowball-client-
linux-build_number/bin folder structure and extracts the files there.

2. Run the following commands to configure the folders.

chmod u+x snowball-client-linux-build_number/bin/snowballEdge

chmod u+x snowball-client-1linux-build_number/jre/bin/java

3. Add /snowball-client-linux-build_number/bin to your operating system's $PATH
environment variable to run Snowball Edge Client commands from any directory. For more
information, see the documentation for your device's operating system or your shell.

macOS

1. Extract the snowball-client-mac.tar.qgz file. It creates the /snowball-client-
linux-build_number/bin folder structure and extracts the files there.

2. Run the following commands to configure the folders.

chmod u+x snowball-client-mac-build_number/bin/snowballEdge

chmod u+x snowball-client-mac-build_number/jre/bin/java

3. Add /snowball-client-mac-build_number/bin to your operating system's $PATH
environment variable to run Snowball Edge Client commands from any directory. For more
information, see the documentation for your device's operating system or your shell.

Downloading and installing the Snowball Edge Client 147



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Windows

The client is packaged as Microsoft Software Installer (MSI) file. Open the file and follow the
prompts in the installation wizard. When the client has been installed, you can run it from any
directory without any additional preparation.

Configuring a profile for the Snowball Edge Client

Every time you run a command for the Snowball Edge Client, you provide your manifest file,

unlock code, and the IP address of the Snowball Edge. Instead of providing these each time you

run a command, you can use the configure command to store the path to the manifest file, the
29-character unlock code, and the endpoint (the IP address of the Snowball Edge) as a profile.
After configuration, you can use Snowball Edge Client commands without having to manually
enter these values for each command by including the profile name with the command. After you
configure the Snowball Edge Client, the information is saved in a plaintext JSON format to home
directory/.aws/snowball/config/snowball-edge.config. Make sure your environment is
configured to allow you to create this file.

/A Important

Anyone who can access the configuration file can access the data on your Snowball Edge
devices or clusters. Managing local access control for this file is one of your administrative
responsibilities.

You can also use Amazon OpsHub to create a profile. Profiles created in Amazon OpsHub are
available to use with the Snowball Edge Client and profiles created in Amazon OpsHub are
available to use with the Snowball Edge Client. For more information, see Managing profiles.

To create a profile

1. Enter the command in the command line interface for your operating system. The value of the
profile-name parameter is the name of the profile. You will provide it in the future when
running Snowball Edge Client commands.

snowballEdge configure --profile profile-name
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2. The Snowball Edge Client will prompt you for each parameter. When prompted, enter the
information for your environment and the Snowball Edge.

(® Note

The value of the endpoint parameter is the IP address of the Snowball Edge, prefaced
by https://. You can locate the IP address for the Snowball Edge device on the LCD
screen on the front of the device.

Example output of configure command

Configuration will stored at home directory\.aws\snowball\config\snowball-
edge.config

Snowball Edge Manifest Path: /Path/to/manifest/file

Unlock Code: 29 character unlock code

Default Endpoint: https://192.0.2.0

The Snowball Edge Client will check that the unlock code is correct for the manifest file. If they
do not match, the command stops and does not create the profile. Check the unlock code and
manifest file and run the command again.

To use the profile, include --profile profile-name after the command syntax.

If you are using multiple, standalone Snowball Edge, you can create a profile for each. To create
another profile, run the configure command again, provide a different value for the --profile
prameter, and provide the information for another device.

Example Example snowball-edge.config file

This example shows a profile file containing three profiles—SnowDevicelprofile,
SnowDevice2profile, and SnowDevice3profile.

{"version":1,"profiles":
{

"SnowDevicelprofile":

{

"name":"SnowDevicelprofile",
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"jobId":"JID12345678-136f-45b4-b5c2-847db8adc749",
"unlockCode":"db223-12345-dbe46-44557-c7cc2",
"manifestPath":"C:\\Users\\Administrator\\.aws\\ops-hub\\manifest\
\JID12345678-136f-45b4-b5c2-847db8adc749_manifest-1670622989203.bin",
"defaultEndpoint":"https://10.16.0.1",
"isCluster":false,
"devicelps":[]
I
},
"SnowDevice2profile":
{
"name":"SnowDevice2profile",
"jobId":"JID12345678-fdb2-436a-a4ff-7c510declbae",
"unlockCode":"b893b-54321-0f65c-6c5el-7f748",
"manifestPath":"C:\\Users\\Administrator\\.aws\\ops-hub\\manifest\\JID12345678-
fdb2-436a-a4ff-7c510declbae_manifest-1670623746908.bin",
"defaultEndpoint":"https://10.16.0.2",
"isCluster":false,
"devicelps":[]
I
"SnowDevice3profile":
{
"name":"SnowDevice3profile",
"jobId":"JID12345678-c384-4a5e-becd-ab5f38888463",
"unlockCode" :"64c89-13524-4d054-13d93-c1b80",
"manifestPath":"C:\\Users\\Administrator\\.aws\\ops-hub\\manifest\\JID12345678-
c384-4a5e-becd-ab5f38888463_manifest-1670623999136.bin",
"defaultEndpoint":"https://10.16.0.3",
"isCluster":false,
"devicelIps":[]

To edit or delete profiles, edit the profile file in a text editor.
To edit a profile

1. In a text editor, open snowball-edge.config from home directory\.aws\snowball
\config.
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® Note

Make sure your environment is configured to allow you to access to read and write this
file.

2. Edit the file as necessary. For example, to change the IP address of the Snowball Edge
associated with the profile, change the defaultEndpoint entry.

3. Save and close the file.

To delete a profile
1. Using a text editor, open snowball-edge.config from home directory\.aws\snowball

\config.

(® Note

Make sure your environment is configured to allow you to access to read and write this
file.

2. Delete the line that contains the profile name, the curly brackets { }that follow the profile
name, and the contents within the those brackets.

3. Save and close the file.

Finding Snowball Edge client version

Use the version command to see the version of the Snowball Edge command line interface (CLI)
client.

Usage

snowballEdge version

Example output
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Snowball Edge client version: 1.2.0 Build 661

Getting credentials for a Snowball Edge

Using the snowballEdge list-access-keys and snowballEdge get-secret-access-key
commands, you can get the credentials of the admin user of your Amazon Web Services account on
Snowball Edge. You can use these credentials to create Amazon Identity and Access Management
(IAM users) and roles, and to authenticate your requests when using the Amazon CLI or with an
Amazon SDK. These credentials are only associated with an individual job for Snowball Edge, and
you can use them only on the device or cluster of devices. The device or devices don't have any IAM
permissions in the Amazon Web Services Cloud.

(® Note

If you're using the Amazon CLI with the Snowball Edge, you must use these credentials
when you configure the CLI. For information about configuring credentials for the Amazon
CLI, see Configuring the Amazon CLI in the Amazon Command Line Interface User Guide.

Usage (configured Snowball Edge client)

snowballEdge list-access-keys

Example Output

{
"AccessKeyIds" : [ "AKIAIOSFODNN7EXAMPLE" 1]

}
Usage (configured Snowball Edge client)

snowballEdge get-secret-access-key --access-key-id Access Key

Example Output

[snowballEdge]
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aws_access_key_id = AKIAIOSFODNN7EXAMPLE
aws_secret_access_key = wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

Starting a service on a Snowball Edge

Snowball Edge devices support multiple services. These include compute instances, the Network
File System (NFS) interface, Snowball Edge Device Management, and Amazon loT Greengrass. The
Amazon S3 adapter service, Amazon EC2, Amazon STS, and IAM are started by default and can't be
stopped or restarted. However, the NFS interface, Snowball Edge Device Management, and Amazon
loT Greengrass can be started by using its service ID with the start-service command. To get
the service ID for each service, you can use the 1list-services command.

Before you run this command, create a single virtual network interface to bind to the service that
you're starting. For more information, see Creating a Virtual Network Interface on a Snowball Edge.

snowballEdge start-service --service-id service_id --virtual-network-interface-
arns virtual-network-interface-arn --profile profile-name

Example output of start-service command

Starting the Amazon service on your Snowball Edge. You can determine the status of the
Amazon service using the describe-service command.

Stopping a service on a Snowball Edge

To stop a service running on a Snowball Edge, you can use the stop-service command.

The Amazon S3 adapter, Amazon EC2, Amazon STS, and IAM services cannot be stopped.

/A Warning

Data loss can occur if the Network File System (NFS) service is stopped before remaining
buffered data is written to the device. For more information on using the NFS service, see
Managing the NFS interface on Snowball Edge.
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® Note

Stopping the Amazon S3 compatible storage on Snowball Edge service disables access to
the data stored in your S3 buckets on the device or cluster. Access is restored when the
Amazon S3 compatible storage on Snowball Edge is started again. For devices enabled with
Amazon S3 compatible storage on Snowball Edge, it is recommended to start the service
after the Snowball Edge device is powered up. See Setting up Snowball Edge in this guide.

snowballEdge stop-service --service-id service_id --profile profile-name

Example output of stop-service command

Stopping the Amazon service on your Snowball Edge. You can determine the status of the
Amazon service using the describe-service command.

Viewing and downloading logs from Snowball Edge

When you transfer data between your on-premises data center and a Snowball Edge, logs are
automatically generated. If you encounter unexpected errors during data transfer to the device,
you can use the following commands to save a copy of the logs to your local server.

There are three commands related to logs:

« list-1logs — Returns a list of logs in JSON format. This list reports the size of the logs in bytes,
the ARN for the logs, the service ID for the logs, and the type of logs.

Usage

snowballEdge list-logs --profile profile-name

Example output of the 1ist-logs command

{
"Logs" : [ {
"LogArn" : "arn:aws:snowball-device:::log/s3-storage-JIEXAMPLE2f-1234-4953-a7c4-
dfEXAMPLE70@9",
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"LogType" : "SUPPORT",
"ServiceId" : "s3",
"EstimatedSizeBytes" : 53132614
[ PE
"LogArn" : "arn:aws:snowball-device:::log/fileinterface-JIDEXAMPLEf-1234-4953-
a7c4-dfEXAMPLE7Q9",
"LogType" : "CUSTOMER",
"ServiceId" : "fileinterface",

"EstimatedSizeBytes" : 4446
]

« get-log - Downloads a copy of a specific log from the Snowball Edge to your device at a
specified path. CUSTOMER logs are saved in the . zip format, and you can extract this type of log
to view its contents. SUPPORT logs are encrypted and can only be read by Amazon Web Services
Support. You have the option of specifying a name and a path for the log.

Usage

snowballEdge get-log --log-arn arn:aws:snowball-device:::log/fileinterface-
JIDEXAMPLEf-1234-4953-a7c4-dfEXAMPLE709 --profile profile-name

Example output of get-log command

Logs are being saved to download/path/snowball-edge-logs-1515EXAMPLE88.bin

» get-support-logs - Downloads a copy of all the SUPPORT type of logs from the Snowball
Edge to your service at a specified path.

Usage

snowballEdge get-support-logs --profile profile-name

Example output of get-support-logs command

Logs are being saved to download/path/snowball-edge-logs-1515716135711.bin
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/A Important

CUSTOMER type might contain sensitive information about your own data. To protect this
potentially sensitive information, we strongly suggest that you delete these logs once

you're done with them.

Viewing status of a Snowball Edge

You can determine the status and general health of Snowball Edge with the describe-device

command.

snowballEdge describe-device --profile profile-name

Example output of describe-device command

{
"DeviceId": "JID-EXAMPLE12345-123-456-7-890",

"UnlockStatus": {
"State": "UNLOCKED"
.
"ActiveNetworkInterface": {
"IpAddress": "192.0.2.0"

1,
"PhysicalNetworkInterfaces": [
{
"PhysicalNetworkInterfaceId": "s.ni-EXAMPLEd9ecbhf@3e3",
"PhysicalConnectorType": "RJ45",
"IpAddressAssignment": "STATIC",
"IpAddress": "0.0.0.0",
"Netmask": "0.0.0.0",
"DefaultGateway": "192.0.2.1",
"MacAddress": "EX:AM:PL:EQ:12:34"
1,
{

"PhysicalNetworkInterfaceId": "s.ni-EXAMPLE4c3840068f",

"PhysicalConnectorType": "QSFP",
"IpAddressAssignment": "STATIC",
"IpAddress": "0.0.0.0",
"Netmask": "0.0.0.0",
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"DefaultGateway": "192.0.2.2",
"MacAddress": "EX:AM:PL:EQ:56:78"

"PhysicalNetworkInterfaceId": "s.ni-EXAMPLEQa3a6499fd",
"PhysicalConnectorType": "SFP_PLUS",
"IpAddressAssignment": "DHCP",

"IpAddress": "192.168.1.231",

"Netmask": "255.255.255.0",

"DefaultGateway": "192.0.2.3",

"MacAddress": "EX:AM:PL:E0:90:12"

Vieiwing status of services running on Snowball Edge

You can determine the status and general health of the services running on Snowball Edge devices
with the describe-service command. You can first run the 1ist-services command to see
what services are running.

e list-services

Usage

snowballEdge list-services --profile profile-name

Example output of 1ist-services command

"Servicelds" : [ "greengrass", "fileinterface", "s3", "ec2", "s3-snow" ]

}

e describe-service

This command returns a status value for a service. It also includes state information that might
be helpful in resolving issues you encounter with the service. Those states are as follows.

« ACTIVE - The service is running and available for use.
« ACTIVATING - The service is starting up, but it is not yet available for use.
« DEACTIVATING - The service is in the process of shutting down.
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« DEGRADED - For Amazon S3 compatible storage on Snowball Edge, this status indicates one
or more disks or devices in cluster is down. The Amazon S3 compatible storage on Snowball
Edge service is running uninterrupted, but you should recover or replace the affected device
before the cluster quorum is lost to minimize the risk of lost data. See Clustering overview in
this guide.

o INACTIVE - The service is not running and is not available for use.

Usage

snowballEdge describe-service --service-id service-id --profile profile-name

Example output of describe-sexrvice command

"ServiceId": "s3",
"Status": {
"State": "ACTIVE"
},
"Storage": {
"TotalSpaceBytes": 99608745492480,
"FreeSpaceBytes": 99608744468480
},
"Endpoints": [
{
"Protocol": "http",
"Port": 8080,
"Host": "192.0.2.0"

"Protocol": "https",
"Port": 8443,
"Host": "192.0.2.0",
"CertificateAssociation": {
"CertificateArn": "arn:aws:snowball-
device:::certificate/6d955EXAMPLEdb71798146EXAMPLE3fQ"

}
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Example Amazon S3 compatible storage on Snowball Edge service output

The describe-service command provides the following output for the s3-snow value of the
service-id parameter.

"ServiceId" : "s3-snow",
"Autostart" : false,
"Status" : {
"State" : "ACTIVE"
1,
"ServiceCapacities" : [ {
"Name" : "S3 Storage",
"Unit" : "Byte",
"Used" : 640303104,
"Available" : 219571981512
} 1,
"Endpoints" : [ {
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.2.123",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
1,
"Description" : "s3-snow bucket API endpoint",
"DeviceId" : "JID6ebd4c50-c3al-4b16-b32c-b254f9b7f2dc",
"Status" : {
"State" : "ACTIVE"
}
Yo
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.3.202",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
},
"Description" : "s3-snow object API endpoint",
"DevicelId" : "JID6ebd4c50-c3al-4b16-b32c-b254f9b7f2dc",
"Status" : {
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"State" : "ACTIVE"
}
3, {
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.3.63",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a6b5ba817f2c5ac9683fc3bclael23456"
I
"Description" : "s3-snow bucket API endpoint",
"DevicelId" : "JID2ale@deb-38bl-41f8-b904-a396c62da70d",
"Status" : {
"State" : "ACTIVE"
}
[ PE
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.2.243",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
},
"Description" : "s3-snow object API endpoint",
"DeviceId" : "JID2ale@deb-38b1-41f8-b904-a396c62da70d",
"Status" : {
"State" : "ACTIVE"
}
3, {
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.2.220",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a6b5ba817f2c5ac9683fc3bclael23456"
I
"Description" : "s3-snow bucket API endpoint",
"DevicelId" : "JIDcc45fa8f-b994-4ada-a821-581bc35d8645",
"Status" : {
"State" : "ACTIVE"
}
[ PE
"Protocol" : "https",
"Port" : 443,
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"Host" "10.0.2.55",
"CertificateAssociation" {
"CertificateArn" "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
},
"Description" "s3-snow object API endpoint",
"DeviceId" : "JIDcc45fa8f-b994-4ada-a821-581bc35d8645",
"Status" {
"State" "ACTIVE"
}
Yo &
"Protocol" "https",
"Port" : 443,
"Host" "10.0.3.213",
"CertificateAssociation" {
"CertificateArn" "arn:aws:snowball-device:::certificate/
a6b5ba817f2c5ac9683fc3bclael23456"
I
"Description” "s3-snow bucket API endpoint",
"DevicelId" : "JID4ec68543-d974-465f-b81d-89832dd502db",
"Status" {
"State" "ACTIVE"
}
[ PE
"Protocol" "https",
"Port" : 443,
"Host" "10.0.3.144",
"CertificateAssociation" {
"CertificateArn" "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
},
"Description" "s3-snow object API endpoint",
"DeviceId" : "JID4ec68543-d974-465f-b81d-89832dd502db",
"Status" {
"State" "ACTIVE"
}
Yo &
"Protocol" "https",
"Port" : 443,
"Host" "10.0.2.143",
"CertificateAssociation" {
"CertificateArn" "arn:aws:snowball-device:::certificate/
a6b5ba817f2c5ac9683fc3bclael23456"
I
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"Description" : "s3-snow bucket API endpoint",
"DevicelId" : "JID6331b8b5-6c63-4e0l-b3ca-eab48b5628d2",
"Status" : {
"State" : "ACTIVE"
}
Yo i
"Protocol" : "https",
"Port" : 443,
"Host" : "10.0.3.224",
"CertificateAssociation" : {
"CertificateArn" : "arn:aws:snowball-device:::certificate/
a65ba817f2c5ac9683fc3bclael23456"
},
"Description" : "s3-snow object API endpoint",
"DeviceId" : "JID6331b8b5-6c63-4e@l1-b3ca-eab48b5628d2",
"Status" : {
"State" : "ACTIVE"
}
1]

Viewing status of features of Snowball Edge

To list the status of features available on a Snowball Edge use the describe-features
command.

RemoteManagementState indicates the status of Snowball Edge Device Management and returns
one of the following states:
o« INSTALLED_ONLY - The feature is installed but not enabled.

o« INSTALLED_AUTOSTART - The feature is enabled and the device will attempt to connect to its
Amazon Web Services Region when it is powered on.

e NOT_INSTALLED - The device does not support the feature or was already in the field before its
launch.

Usage
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snowballEdge describe-features --profile profile-name

Example output of describe-features command

"RemoteManagementState" : String

}

Setting time servers for Snowball Edge

You can use Snowball Edge Client commands to view the current Network Time Protocol (NTP)
configuration and choose a server or peer to provide time. You can use the Snowball Edge Client
commands when the device is in both locked and unlocked states.

It is your responsibility to provide a secure NTP time server. To set which NTP time servers the
device connects to, use the update-time-servers command.

Checking time sources of Snowball Edge

To see which NTP time sources the device are currently connected to, use the describe-time-
sources command.

snowballEdge describe-time-sources --profile profile-name

Example output of describe-time-sources command

{

"Sources" : [ {
"Address" : "172.31.2.71",
"State" : "LOST",
"Type" : "PEER",
"Stratum" : 10

Yo i
"Address" : "172.31.3.203",
"State" : "LOST",
"Type" : "PEER",
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"Stratum" : 10

o Aq
"Address" : "172.31.0.178",
"State" : "LOST",
"Type" : "PEER",
"Stratum" : 10

3, {
"Address" : "172.31.3.178",
"State" : "LOST",
"Type" : "PEER",
"Stratum" : 10

o Aq
"Address" : "216.239.35.12",
"State" : "CURRENT",
"Type" : "SERVER",
"Stratum" : 1

11

The describe-time-sources command returns a list of time source states. Each time source
state contains the Address, State, Type, and Stratum fields. Following are the meanings of
these fields.

e Address - The DNS name / IP address of the time source.

e State - The current connection status between the device and that time source. There are five
possible states:.

« CURRENT - The time source is currently being used to synchronize time.
« COMBINED - The time source is combined with the current source.

« EXCLUDED - The time source is excluded by the combining algorithm.

e LOST - The connection with the time source has been lost.

« UNACCEPTABLE - An invalid time source where the combining algorithm has deemed to be
either a falseticker or has too much variability.

« Type — An NTP time source can be either a server or a peer. Servers can be set by the update-
time-servers command. Peers can only be other Snowball Edge Edge devices in the cluster
and are automatically set up when the cluster is associated.

e Stratum - This field shows the stratum of the source. Stratum 1 indicates a source with a locally
attached reference clock. A source that is synchronized to a stratum 1 source is at stratum 2. A
source that is synchronized to a stratum 2 source is at stratum 3, and so on..
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An NTP time source can either be a server or a peer. A server can be set by the user with the
update-time-servers command, whereas a peer could only be other Snowball Edge Edge
devices in the cluster. In the example output, describe-time-sources is called on a Snowball
Edge Edge that is in a cluster of 5. The output contains 4 peers and 1 server. The peers have a
stratum of 10 while the server has a stratum of 1; therefore, the server is selected to be the current
time source.

Updating time servers

Use the update-time-servers command and the time server address to configure the Snowball
Edge to use an NTP server or peer for NTP.

snowballEdge update-time-servers time-server-address --profile profile-name

(@ Note

The update-time-servers command will override the previous NTP time servers
settings.

Example output of update-time-servers command

Updating time servers now.

Getting a QR code to validate Snowball Edge NFC tags

You can use this command to generate a device-specific QR code for use with the Amazon
Snowball Edge Verification App. For more information about NFC validation, see Validating NFC

Tags.

Usage

snowballEdge get-app-qr-code --output-file ~/downloads/snowball-qr-code.png --
profile profile-name

Example Output

QR code is saved to ~/downloads/snowball-qr-code.png
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Updating MTU size

Use the update-mtu-size command to modify the size in bytes of the maximum transmission
unit (MTU) of a physical interface of a Snowball Edge device. All virtual network interfaces and
direct network interface associated with this physical network interface will be configured with the
same MTU size.

(® Note

The minimum MTU size is 1500 bytes and the maximum size is 9216 bytes.

You can use the describe-device command to retrieve the physical network interface IDs and
current MTU sizes of those interfaces. For more information, see Viewing status of a Snowball

Edge.

You can use the descibe-direct-network-interface and describe-virtual-network-
interface commands to retrieve the current MTU sizes of those interfaces.

Usage

snowballEdge update-mtu-size --physical-network-interface-id physical-network-
interface-id --mtu-size size-in-bytes --profile profile-name

Example of update-mtu-size output

{

"PhysicalNetworkInterface": {

"PhysicalNetworkInterfaceId": "s.ni-8c1f891d7f5b87cfe",
"PhysicalConnectorType": "SFP_PLUS",
"IpAddressAssignment": "DHCP",
"IpAddress": "192.0.2.0",
"Netmask": "255.255.255.0",
"DefaultGateway": "192.0.2.255",
"MacAddress": "8A:2r:5G:9p:6Q:4s",
"MtuSize": "5743"

}

}
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Transferring files using the Amazon S3 adapter for data
migration to or from Snowball Edge

Following is an overview of the Amazon S3 adapter, which you can use to transfer data
programmatically to and from S3 buckets already on the Amazon Snowball Edge device using
Amazon S3 REST API actions. This Amazon S3 REST API support is limited to a subset of actions.
You can use this subset of actions with one of the Amazon SDKs to transfer data programmatically.
You can also use the subset of supported Amazon Command Line Interface (Amazon CLI)
commands for Amazon S3 to transfer data programmatically.

If your solution uses the Amazon SDK for Java version 1.11.0 or newer, you must use the following
S3ClientOptions:

« disableChunkedEncoding() - Indicates that chunked encoding is not supported with the
interface.

« setPathStyleAccess(true) - Configures the interface to use path-style access for all
requests.

For more information, see Class S3ClientOptions.Builder in the Amazon AppStream SDK for Java.

/A Important

We recommend that you use only one method at a time to read and write data to a local
bucket on an Amazon Snowball Edge device. Using both the NFS interface and the Amazon
S3 adapter on the same bucket at the same time can result in read/write conflicts.

Amazon Snowball Edge quotas details the limits.

For Amazon services to work properly on a Snowball Edge, you must allow the ports for the
services. For details, see Port requirements for Amazon services on a Snhowball Edge.

Topics

« Downloading and installing the Amazon CLI version 1.16.14 for use with the Amazon S3 adapter

» Using the Amazon CLI and API operations on Snowball Edge devices

» Getting and using local Amazon S3 credentials on Snowball Edge

» Unsupported Amazon S3 features for the Amazon S3 adapter on Snowball Edge
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» Batching small files to improve data transfer performance to Snowball Edge

o Supported Amazon CLI commands for data transfer to or from Snowball Edge

o Supported Amazon S3 REST API actions on Snowball Edge for data transfer

Downloading and installing the Amazon CLI version 1.16.14 for
use with the Amazon S3 adapter

Currently, Snowball Edge devices support only version 1.16.14 and earlier of the Amazon CLI for
use with the Amazon S3 adapter. Newer versions of the Amazon CLI are not compatible with the
Amazon S3 adapter because they do not support all of the functionality of the S3 adapter.

(® Note

If you are using Amazon S3 compatible storage on Snowball Edge, you can use the latest
version of the Amazon CLI. To download and use the latest version, see Amazon Command

Line Interface User Guide.

Install the Amazon CLI on Linux operating systems

Run this chained command:

curl "https://s3.amazonaws.com/aws-cli/awscli-bundle-1.16.14.zip" -o "awscli-
bundle.zip";unzip awscli-bundle.zip;sudo ./awscli-bundle/install -i /usr/local/aws -b /
usr/local/bin/aws;/usr/local/bin/aws --version;

Install the Amazon CLI on Windows operating systems

Download and run the installer file for your operating system:

» 32-bitinstaller bundled with Python 2
o 32-bit installer bundled with Python 3
o 64-bit installer bundled with Python 2
o 64-bit installer bundled with Python 3
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» Setup file including 32- and 64-bit installers that will automatically install the correct version

Using the Amazon CLI and API operations on Snowball Edge
devices

When using the Amazon CLI or API operations to issue IAM, Amazon S3, and Amazon EC2
commands on Snowball Edge, you must specify the Region as "snow." You can do this using
Amazon configure or within the command itself, as in the following examples.

aws configure --profile abc

Amazon Access Key ID [None]: AKIAIOSFODNN7EXAMPLE
Amazon Secret Access Key [None]: 1234567

Default region name [None]: snow

Default output format [None]: json

Or

aws s3 1ls --endpoint http://192.0.2.0:8080 --region snow --profile snowballEdge

Authorization with the Amazon S3 API interface for Amazon Snowball
Edge

When you use the Amazon S3 adapter, every interaction is signed with the Amazon Signature
Version 4 algorithm by default. This authorization is used only to verify the data traveling from its
source to the interface. All encryption and decryption happens on the device. Unencrypted data is
never stored on the device.

When using the interface, keep the following in mind:

« To get the local Amazon S3 credentials to sign your requests to the Amazon Snowball Edge
device, run the snowballEdge list-access-keys and snowballEdge get-secret-
access-keys Snowball Edge client commands. For more information, see Configuring and

using the Snowball Edge Client. These local Amazon S3 credentials include a pair of keys: an

access key and a secret key. These keys are only valid for the devices associated with your job.
They can't be used in the Amazon Web Services Cloud because they have no Amazon Identity
and Access Management (IAM) counterpart.
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» The encryption key is not changed by what Amazon Web Services credentials you use. Signing
with the Signature Version 4 algorithm is only used to verify the data traveling from its source to
the interface. Thus, this signing never factors into the encryption keys used to encrypt your data
on the Snowball.

Getting and using local Amazon S3 credentials on Snowball
Edge

Every interaction with a Snowball Edge is signed with the Amazon Signature Version 4 algorithm.
For more information about the algorithm, see Signature Version 4 Signing Process in the Amazon

Web Services General Reference.

You can get the local Amazon S3 credentials to sign your requests to the Snowball Edge client
Edge device by running the snowballEdge list-access-keys and snowballEdge get-
secret-access-key Snowball Edge client information, see Getting credentials for a Snowball
Edge. These local Amazon S3 credentials include a pair of keys: an access key ID and a secret key.
These credentials are only valid for the devices that are associated with your job. They can't be
used in the Amazon Web Services Cloud because they have no IAM counterpart.

You can add these credentials to the Amazon Web Services credentials file on your server. The
default credential profiles file is typically located at ~/.aws/credentials, but the location can
vary per platform. This file is shared by many of the Amazon SDKs and by the Amazon CLI. You can
save local credentials with a profile name as in the following example.

[snowballEdge]
aws_access_key_id = AKIAIOSFODNN7EXAMPLE
aws_secret_access_key = wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

Configuring the Amazon CLI to use the S3 adapter on a Snowball Edge
as the endpoint

When you use the Amazon CLI to issue a command to the Amazon Snowball Edge device, you
specify that the endpoint is the Amazon S3 adapter. You have the choice of using the HTTPS
endpoint, or an unsecured HTTP endpoint, as shown following.

HTTPS secured endpoint
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aws s3 ls --endpoint https://192.0.2.0:8443 --ca-bundle path/to/certificate --profile
snowballEdge

HTTP unsecured endpoint

aws s3 ls --endpoint http://192.0.2.0:8080 --profile snowballEdge

If you use the HTTPS endpoint of 8443, your data is securely transferred from your server to the
Snowball Edge. This encryption is ensured with a certificate that's generated by the Snowball
Edge when it gets a new IP address. After you have your certificate, you can save it to a local ca-
bundle.pem file. Then you can configure your Amazon CLI profile to include the path to your
certificate, as described following.

To associate your certificate with the interface endpoint

1. Connect the Snowball Edge to power and the network, and turn it on.

2. After the device has finished booting up, make a note of its IP address on your local network.
3. From a terminal on your network, make sure you can ping the Snowball Edge.
4

Run the snowballEdge get-certificate command in your terminal. For more
information on this command, see Managing public key certificates on Snowball Edge.

5. Save the output of the snowballEdge get-certificate command to a file, for example
ca-bundle.pem.

6. Run the following command from your terminal.

aws configure set profile.snowballEdge.ca_bundle /path/to/ca-bundle.pem

After you complete the procedure, you can run CLI commands with these local credentials, your
certificate, and your specified endpoint, as in the following example.

aws s3 ls --endpoint https://192.0.2.0:8443 --profile snowballEdge
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Unsupported Amazon S3 features for the Amazon S3 adapter
on Snowball Edge

Using the Amazon S3 adapter, you can programmatically transfer data to and from a Snowball
Edge with Amazon S3 API actions. However, not all Amazon S3 transfer features and API actions

are supported for use with a Snowball Edge device when using the Amazon S3 adapter. For
example, the following features and actions are not supported for use with Snowball Edge:

« TransferManager — This utility transfers files from a local environment to Amazon S3 with the

SDK for Java. Consider using the supported API actions or Amazon CLI commands with the
interface instead.

» GET Bucket (List Objects) Version 2 — This implementation of the GET action returns some or all
(up to 1,000) of the objects in a bucket. Consider using the GET Bucket (List Objects) Version 1
action or the ls Amazon CLI command.

 ListBuckets — The ListBuckets with the object endpoint is not supported. The following command
does not work with Amazon S3 compatible storage on Snowball Edge:

aws s3 1ls --endpoint https://192.0.2.0 --profile profile

Batching small files to improve data transfer performance to
Snowball Edge

Each copy operation has some overhead because of encryption. To speed up the process of
transferring small files to your Amazon Snowball Edge device, you can batch them together in a
single archive. When you batch files together, they can be auto-extracted when they are imported
into Amazon S3, if they were batched in one of the supported archive formats.

Typically, files that are 1 MB or smaller should be included in batches. There's no hard limit on the
number of files you can have in a batch, though we recommend that you limit your batches to
about 10,000 files. Having more than 100,000 files in a batch can affect how quickly those files
import into Amazon S3 after you return the device. We recommend that the total size of each
batch be no larger than 100 GB.
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Batching files is a manual process, which you manage. After you batch your files, transfer them to
a Snowball Edge device using the Amazon CLI cp command with the --metadata snowball-
auto-extract=true option. Specifying snowball-auto-extract=true automatically extracts
the contents of the archived files when the data is imported into Amazon S3, so long as the size of
the batched file is no larger than 100 GB.

(@ Note

Any batches larger than 100 GB are not extracted when they are imported into Amazon S3.

To batch small files
1. Decide on what format you want to batch your small files in. The auto-extract feature supports
the TAR, ZIP, and tar.gz formats.

2. Identify which small files you want to batch together, including their size and the total number
of files that you want to batch together.

3. Batch your files on the command line as shown in the following examples.

 For Linux, you can batch the files in the same command line used to transfer your files to the
device.

tar -cf - /Logs/April | aws s3 cp - s3://amzn-s3-demo-bucket/batch0l.tar --
metadata snowball-auto-extract=true --endpoint http://192.0.2.0:8080

(® Note

Alternatively, you can use the archive utility of your choice to batch the files into one
or more large archives. However, this approach requires extra local storage to save
the archives before you transfer them to the Snowball Edge.

» For Windows, use the following example command to batch the files when all files are in the
same directory from which the command is run:

7z a -tzip -so "test" | aws s3 cp - s3://amzn-s3-demo-bucket/batch0l.zip --
metadata snowball-auto-extract=true --endpoint http://192.0.2.0:8080
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To batch files from a different directory from which the command is run, use the following
example command:

7z a -tzip -so "test" "c:\temp" | aws s3 cp - s3://amzn-s3-demo-bucket/
batchol.zip --metadata snowball-auto-extract=true --endpoint http://10.x.x.x:8080

(@ Note

For Microsoft Windows 2016, tar is not available, but you can download it from the
Tar for Windows website.
You can download 7 ZIP from the 7ZIP website.

4. Repeat until you've archived all the small files that you want to transfer to Amazon S3 using a
Snowball Edge.

5. Transfer the archived files to the Snowball. If you want the data to be auto-extracted, and you
used one of the supported archive formats mentioned previously in step 1, use the Amazon CLI
cp command with the --metadata snowball-auto-extract=true option.

® Note

If there are non-archive files, don't use this command.

When creating the archive files, the extraction will maintain the current data structure. This means
if you create an archive file that contains files and folders, Snowball Edge will recreate this during
the ingestion to Amazon S3 process.

The archive file will be extracted in the same directory it is stored in and the folder structures will
be built out accordingly. Keep in mind that when copying archive files, it is important to set the flag
--metadata snowball-auto-extract=true. Otherwise, Snowball Edge will not extract the
data when it's imported into Amazon S3.

Using the example in step 3, if you have the folder structure of /Logs/April/ that contains files
a.txt, b.txt and c.txt. If this archive file was placed in the root of /amzn-s3-demo-bucket/
then the data would look like the following after the extraction:

/amzn-s3-demo-bucket/Logs/April/a.txt
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/amzn-s3-demo-bucket/Logs/April/b.txt
/amzn-s3-demo-bucket/Logs/April/c.txt

If the archive file was placed into /amzn-s3-demo-bucket/Test/, then the extraction would look as
like the following:

/amzn-s3-demo-bucket/Test/Logs/April/a.txt
/amzn-s3-demo-bucket/Test/Logs/April/b.txt
/amzn-s3-demo-bucket/Test/Logs/April/c.txt

Supported Amazon CLI commands for data transfer to or from
Snowball Edge

Following, you can find information about how to specify the Amazon S3 adapter or Amazon S3
compatible storage on Snowball Edge as the endpoint for applicable Amazon Command Line
Interface (Amazon CLI) commands. You can also find the list of Amazon CLI commands for Amazon
S3 that are supported for transferring data to the Amazon Snowball Edge device with the adapter
or Amazon S3 compatible storage on Snowball Edge.

(@ Note

For information about installing and setting up the Amazon CLI, including specifying what
Regions you want to make Amazon CLI calls against, see Amazon Command Line Interface
User Guide.

Currently, Snowball Edge devices support only version 1.16.14 and earlier of the Amazon CLI when
using the Amazon S3 adapter. See Finding Snowball Edge client version. If you are using Amazon
S3 compatible storage on Snowball Edge, you can use the lastest version of the Amazon CLI. To
download and use the latest version, see Amazon Command Line Interface User Guide.

(® Note

Be sure to install version 2.6.5+ or 3.4+ of Python before you install version 1.16.14 of the
Amazon CLI.
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Supported Amazon CLI commands for data transfer with Amazon S3

and Snowball Edge

Following is a description of the subset of Amazon CLI commands and options for Amazon S3 that
the Amazon Snowball Edge device supports. If a command or option isn't listed, it's not supported.
You can declare some unsupported options, like --sse or --storage-class, along with a
command. However, these are ignored and have no impact on how data is imported.

» cp — Copies a file or object to or from the Amazon Snowball Edge device. The following are
options for this command:

--dryrun (Boolean) — The operations that would be performed using the specified command
are displayed without being run.

--quiet (Boolean) — Operations performed by the specified command are not displayed.

--include (string) — Don't exclude files or objects in the command that match the specified
pattern. For details, see Use of Exclude and Include Filters in the Amazon CLI Command
Reference.

--exclude (string) — Exclude all files or objects from the command that matches the specified
pattern.

--follow-symlinks | --no-follow-symlinks (Boolean)- Symbolic links (symlinks) are
followed only when uploading to Amazon S3 from the local file system. Amazon S3 doesn't
support symbolic links, so the contents of the link target are uploaded under the name of the
link. When neither option is specified, the default is to follow symlinks.

--only-show-errors (Boolean) — Only errors and warnings are displayed. All other output is
suppressed.

--recursive (Boolean) - The command is performed on all files or objects under the
specified directory or prefix.

--page-size (integer) — The number of results to return in each response to a list operation.
The default value is 1000 (the maximum allowed). Using a lower value might help if an
operation times out.

--metadata (map) — A map of metadata to store with the objects in Amazon S3. This map is
applied to every object that is part of this request. In a sync, this functionality means that files
that haven't changed don't receive the new metadata. When copying between two Amazon

S3 locations, the metadata-directive argument defaults to REPLACE unless otherwise
specified.
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« Is - Lists objects on the Amazon Snowball Edge device. The following are options for this
command:

e --human-readable (Boolean) - File sizes are displayed in human-readable format.

e --summarize (Boolean) - Summary information is displayed. This information is the number
of objects and their total size.

« --recursive (Boolean) — The command is performed on all files or objects under the
specified directory or prefix.

» --page-size (integer) — The number of results to return in each response to a list operation.
The default value is 1000 (the maximum allowed). Using a lower value might help if an
operation times out.

« rm — Deletes an object on the Amazon Snowball Edge device. The following are options for this
command:

e --dryrun (Boolean) — The operations that would be performed using the specified command
are displayed without being run.

e --include (string) — Don't exclude files or objects in the command that match the specified
pattern. For details, see Use of Exclude and Include Filters in the Amazon CLI Command

Reference.

« --exclude (string) — Exclude all files or objects from the command that matches the specified
pattern.

« --recursive (Boolean) - The command is performed on all files or objects under the
specified directory or prefix.

e --page-size (integer) — The number of results to return in each response to a list operation.
The default value is 1000 (the maximum allowed). Using a lower value might help if an
operation times out.

e« --only-show-errors (Boolean) — Only errors and warnings are displayed. All other output is
suppressed.

e --quiet (Boolean) - Operations performed by the specified command are not displayed.

 sync - Syncs directories and prefixes. This command copies new and updated files from the
source directory to the destination. This command only creates directories in the destination if
they contain one or more files.
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/A Important

Syncing from one directory to another directory on the same Snowball Edge isn't
supported.

Syncing from one Amazon Snowball Edge device to another Amazon Snowball Edge
device isn't supported.

You can only use this option to sync the contents between your on-premises data storage
and a Snowball Edge.

e --dryrun (Boolean) — The operations that would be performed using the specified command
are displayed without being run.

e --quiet (Boolean) - Operations performed by the specified command are not displayed.

« --include (string) — Don't exclude files or objects in the command that match the specified
pattern. For details, see Use of Exclude and Include Filters in the Amazon CLI Command
Reference.

« --exclude (string) — Exclude all files or objects from the command that matches the specified
pattern.

« --follow-symlinks or --no-follow-symlinks (Boolean) - Symbolic links (symlinks) are
followed only when uploading to Amazon S3 from the local file system. Amazon S3 doesn't
support symbolic links, so the contents of the link target are uploaded under the name of the
link. When neither option is specified, the default is to follow symlinks.

e --only-show-errors (Boolean) — Only errors and warnings are displayed. All other output is
suppressed.

« --no-progress (Boolean) - File transfer progress is not displayed. This option is only applied
when the --quiet and --only-show-errors options are not provided.

e --page-size (integer) — The number of results to return in each response to a list operation.
The default value is 1000 (the maximum allowed). Using a lower value might help if an
operation times out.

« --metadata (map) - A map of metadata to store with the objects in Amazon S3. This map is
applied to every object that is part of this request. In a sync, this functionality means that files
that haven't changed don't receive the new metadata. When copying between two Amazon
S3 locations, the metadata-directive argument defaults to REPLACE unless otherwise
specified.
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/A Important

Syncing from one directory to another directory on the same Snowball Edge isn't
supported.

Syncing from one Amazon Snowball Edge device to another Amazon Snowball Edge
device isn't supported.

You can only use this option to sync the contents between your on-premises data
storage and a Snowball Edge.

e --size-only (Boolean) - With this option, the size of each key is the only criterion used to
decide whether to sync from source to destination.

o --exact-timestamps (Boolean) - When syncing from Amazon S3 to local storage, same-
sized items are ignored only when the timestamps match exactly. The default behavior is to
ignore same-sized items unless the local version is newer than the Amazon S3 version.

o --delete (Boolean) - Files that exist in the destination but not in the source are deleted
during sync.

You can work with files or folders with spaces in their names, such asmy photo.jpg or My
Documents. However, make sure that you handle the spaces properly in the Amazon CLI
commands. For more information, see Specifying parameter values for the Amazon CLI in the

Amazon Command Line Interface User Guide.

Supported Amazon S3 REST API actions on Snowball Edge for
data transfer

Following, you can find the list of Amazon S3 REST API actions that are supported for using the
Amazon S3 adapter. The list includes links to information about how the API actions work with
Amazon S3. The list also covers any differences in behavior between the Amazon S3 API action
and the Amazon Snowball Edge device counterpart. All responses coming back from an Amazon
Snowball Edge device declare Server as AWSSnowball, as in the following example.

HTTP/1.1 201 OK

x-amz-id-2: JuKZgmXuiwFeDQxhD7M8KtsKobSzWA1QEjLbTMTagkKdBX2z7I1/jGhDel3j6s80
Xx-amz-request-id: 32FE2CEB32F5EE25

Date: Fri, 08 2016 21:34:56 GMT
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Server: AWSSnowball

Amazon S3 REST API calls require SigV4 signing. If you're using the Amazon CLI or an Amazon SDK
to make these API calls, the SigV4 signing is handled for you. Otherwise, you need to implement
your own SigV4 signing solution. For more information, see Authenticating requests (Amazon
Signature Version 4) in the Amazon Simple Storage Service User Guide.

o GET Bucket (List Objects) version 1 — Supported. However, in this implemetation of the GET
operation, the following is not supported:

Pagination

Markers

Delimiters

When the list is returned, the list is not sorted

Only version 1 is supported. GET Bucket (List Objects) version 2 is not supported.
o GET Service
« HEAD Bucket
« HEAD Object
« GET Object — is a DOWNLOAD of an object from the Snow device's S3 bucket.

e PUT Object — When an object is uploaded to an Amazon Snowball Edge device using PUT
Object, an ETag is generated.

The ETag is a hash of the object. The ETag reflects changes only to the contents of an object,
not its metadata. The ETag might or might not be an MD5 digest of the object data. For more
information about ETags, see Common Response Headers in the Amazon Simple Storage Service

API Reference.

« DELETE Object

« Initiate Multipart Upload - In this implementation, initiating a multipart upload request for an

object already on the Amazon Snowball Edge device first deletes that object. It then copies it in
parts to the Amazon Snowball Edge device.

 List Multipart Uploads

» Upload Part
o Complete Multipart Upload

» Abort Multipart Upload
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® Note
Any Amazon S3 adapter REST API actions not listed here are not supported. Using any
unsupported REST API actions with your Snowball Edge returns an error message saying

that the action is not supported.
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Managing the NFS interface on Snowball Edge

Use the Network File System (NFS) interface to upload files to the Snowball Edge as if the
device is local storage to your operating system. This allows for a more user-friendly approach
to transferring data because you can use features of your operating system, like copying files,
dragging and dropping them, or other graphical user interface features. Each S3 bucket on the
device is available as an NFS interface endpoint and can be mounted to copy data to. The NFS
interface is available for import jobs.

You can use the NFS interface if the Snowball Edge device was configured to include it when the
job to order the device was created. If the device is not configured to include the NFS interface,
use the S3 adapter or Amazon S3 compatible storage on Snowball Edge to transfer data. For
more information about the S3 adapter, see Managing Amazon S3 adapter storage with Amazon

OpsHub. For more information about Amazon S3 compatible storage on Snowball Edge, see Set up
Amazon S3 compatible storage on Snowball Edge with Amazon OpsHub.

When started, the NFS interface uses 1 GB of memory and 1 CPU. This may limit the number of
other services running on the Snowball Edge or the number of EC2-compatible instances that can
run.

Data transferred through the NFS interface is not encrypted in transit. When configuring the
NFS interface, you can provide CIDR blocks and the Snowball Edge will restrict access to the NFS
interface from client computers with addresses in those blocks.

Files on the device will be transferred to Amazon S3 when it is returned to Amazon. For more
information, see Importing Jobs into Amazon S3.

For more information about using NFS with your computer operating system, see the
documentation for your operating system.

Keep the following details in mind when using the NFS interface.

« The NFS interface provides a local bucket for data storage on the device. For import jobs, no data
from the local bucket will be imported to Amazon S3.

 File names are object keys in your local S3 bucket on the Snowball Edge. The key name is
a sequence of Unicode characters whose UTF-8 encoding is at most 1,024 bytes long. We
recommend using NFSv4.1 where possible and encode file names with Unicode UTF-8 to ensure
a successful data import. File names that are not encoded with UTF-8 might not be uploaded to
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S3 or might be uploaded to S3 with a different file name depending on the NFS encoding you
use.

 Ensure that the maximum length of your file path is less than 1024 characters. Snowball Edge do
not support file paths that are greater that 1024 characters. Exceeding this file path length will
result in file import errors.

« For more information, see Object keys in the Amazon Simple Storage Service User Guide.

» For NFS based transfers, standard POSIX style metadata will be added to your objects as they get
imported to Amazon S3 from Snowball Edge. In addition, you will see meta-data "x-amz-meta-
user-agent aws-datasync" as we currently use Amazon DataSync as part of the internal import
mechanism to Amazon S3 for Snowball Edge import with NFS option.

» You can transfer up to 40M files using a single Snowball Edge device. If you require to transfer
more than 40M files in a single job, please batch the files in order to reduce the file numbers per
each transfer. Individual files can be of any size with a maximum file size of 5 TB for Snowball
Edge devices with the enhanced NFS interface or the S3 interface.

You can also configure and manage the NFS interface with Amazon OpsHub, a GUI tool. For more
information, see Managing the NFS interface.

NFS configuration for Snowball Edge

The NFS interface is not running on the Snowball Edge device by default, so you need to start it to
enable data transfer to the device. You can configure the NFS interface by providing the IP address
of a Virtual Network Interface (VNI) running on the Snowball Edge and restricting access to your
file share, if required. Before configuring the NFS interface, set up a virtual network interface (VNI)
on your Snowball Edge. For more information, see Network Configuration for Compute Instances.

Configure Snowball Edge for the NFS interface

. Use the describe-service command to determine if the NFS interface is active.

snowballEdge describe-service --service-id nfs

The command will return the state of the NFS service, ACTIVE or INACTIVE.
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{
"ServiceId" : "nfs",
"Status" : {
"State" : "ACTIVE"
}
}

If the value of the State name is ACTIVE, the NFS interface service is active and you can
mount the Snowball Edge NFS volume. For more information, see

After the NFS interface is started, mount the endpoint as local storage on client

computers.

The following are the default mount commands for Windows, Linux, and macOS operating

systems.

o Windows:

mount -o nolock rsize=128 wsize=128 mtype=hard nfs-interface-ip-address:/
buckets/BucketName *

e Linux:

mount -t nfs nfs-intexface-ip-address:/buckets/BucketName mount_point

¢ macOS:

mount -t nfs -o vers=3,rsize=131072,wsize=131072,nolocks,hard,retrans=2 nfs-
interface-ip-address:/buckets/$bucketname mount_point

. If the value is INACTIVE, you have to start the service.
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Starting the NFS service on the Snowball Edge

Start a virtual network interface (VNI), if necessary, then start the NFS service on the Snowball
Edge. If necessary, when starting the NFS service, provide a block of allowed network addresses. If
you don't provide any addresses, access to the NFS endpoints will be unrestricted.

1. Usethe describe-virtual-network-interface command to see the VNIs available on
the Snowball Edge.

snowballEdge describe-virtual-network-interfaces

If one or more VNIs are active on the Snowball Edge, the command returns the following.

snowballEdge describe-virtual-network-interfaces

L

"VirtualNetworkInterfaceArn" : "arn:aws:snowball-device:::interface/
s.ni-8EXAMPLESEXAMPLES",

"PhysicalNetworkInterfaceId" : "s.ni-8EXAMPLEaEXAMPLEd",

"IpAddressAssignment" : "DHCP",

"IpAddress" : "192.0.2.0",

"Netmask" : "255.255.255.0",

"DefaultGateway" : "192.0.2.1",

"MacAddress" : "EX:AM:PL:E1:23:45"

1A

"VirtualNetworkInterfaceArn" : "arn:aws:snowball-device:::interface/
s.ni-1EXAMPLE1EXAMPLE1",

"PhysicalNetworkInterfaceId" : "s.ni-8EXAMPLEaEXAMPLEd",

"IpAddressAssignment" : "DHCP",

"IpAddress" : "192.0.2.2",

"Netmask" : "255.255.255.0",

"DefaultGateway" : "192.0.2.1",

"MacAddress" : "12:34:5E:XA:MP:LE"

Note the value of the VirtualNetworkInterfaceArn name of the VNI to use with the NFS
interface.
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2. If no VNIs are available, use the create-virtual-network-interface command to create
a VNI for the NFS interface. For more information, see Setting up a Virtual Network Interface
(VNI).

3. Usethe start-service command to start the NFS service and associate it with the
VNI. To restrict access to the NFS interface, include the service-configuration and
AllowedHosts parameters in the command.

snowballEdge start-service --virtual-network-interface-arns arn-of-vni --service-id
nfs --service-configuration AllowedHosts=CIDR-address-range

4. Usethe describe-service command to check the service status. It is running when the
value of the State name is ACTIVE.

snowballEdge describe-service --service-id nfs

The command returns the service state, as well as the IP address and port number of the NFS
endpoint and the CIDR ranges allowed to access the endpoint.

"ServiceId" nfs",
"Status" : {

"State" : "ACTIVE"
1,

"Endpoints" : [ {
"Protocol" : "nfs",

"Port" : 2049,

"Host" : "192.0.2.0"

} 1,

"ServiceConfiguration" : {

"AllowedHosts" : [ "10.24.34.0/23", "198.51.100.0/24" ]

}
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Mounting NFS endpoints on client computers

After the NFS interface is started, mount the endpoint as local storage on client computers.

The following are the default mount commands for Windows, Linux, and macOS operating
systems.

« Windows:

mount -o nolock rsize=128 wsize=128 mtype=hard nfs-interface-ip-address:/
buckets/BucketName *

e Linux:

mount -t nfs nfs-interface-ip-address:/buckets/BucketName mount_point

« macOS:

mount -t nfs -o vers=3,rsize=131072,wsize=131072,nolocks, hard,retrans=2 nfs-
interface-ip-address:/buckets/$bucketname mount_point

Stopping the NFS interface on Snowball Edge

When you are finished transferring files through the NFS interface and before powering off the
Snowball Edge, use the stop-service command to stop the NFS service.

snowballEdge stop-service --service-id nfs
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Using Amazon EC2-compatible compute instances on
Snowball Edge

You can run Amazon EC2-compatible compute instances hosted on a Snowball Edge with the sbel,
sbe-c, and sbe-g instance types. The sbel instance type works on devices with the Snowball
Edge Storage Optimized option. The sbe-c instance type works on devices with the Snowball
Edge Compute Optimized option. For a list of supported instance types, see Quotas for compute
instances on a Snowball Edge device.

All three compute instance types supported for use on Snowball Edge device options are unique
to Snowball Edge devices. Like their cloud-based counterparts, these instances require Amazon
Machine Images (AMls) to launch. You choose the AMI to be that base image for an instance in the
cloud, before you create your Snowball Edge job.

To use a compute instance on a Snowball Edge, create a job to order a Snowball Edge device and
specify your AMils. You can do this using the Amazon Snow Family Management Console, the

Amazon CLI, or one of the Amazon SDKs. Typically, there are some housekeeping prerequisites that
you must perform before creating your job, to use your instances.

After your device arrives, you can start managing your AMls and instances. You can manage your
compute instances on a Snowball Edge through an Amazon EC2-compatible endpoint. This type

of endpoint supports many of the Amazon EC2-compatible CLI commands and actions for the
Amazon SDKs. You can't use the Amazon Web Services Management Console on the Snowball Edge
to manage your AMIs and compute instances.

When you're done with your device, return it to Amazon. If the device was used in an import job,
the data transferred using the Amazon S3 adapter or the NFS interface is imported into Amazon
S3. Otherwise, we perform a complete erasure of the device when it is returned to Amazon. This
erasure follows the National Institute of Standards and Technology (NIST) 800-88 standards.

/A Important

« Using encrypted AMIs on Snowball Edge Edge devices is not supported.

« Data in compute instances running on a Snowball Edge isn't imported into Amazon.

Topics
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» Difference between Amazon EC2 and Amazon EC2-compatible instances on Snowball Edge

 Pricing for Compute Instances on Snowball Edge

« Using an Amazon EC2-compatible AMI on Snowball Edge

« Importing a virtual machine image to a Shnowball Edge device

» Using the Amazon CLI and API operations on Snowball Edge device

» Network configurations for compute instances on Snowball Edge

» Using SSH to connect to compute instances on a Snowball Edge

» Transferring data from EC2-compatible compute instances to S3 buckets on the same Snowball
Edge

« Starting EC2-compatible instances automatically

« Using the Amazon EC2-compatible endpoint on a Snowball Edge

» Autostarting EC2-compatible instances with launch templates on a Snowball Edge

» Using Instance Metadata Service for Snow with Amazon EC2-compatible instances on a Snowball
Edge

» Using block storage with Amazon EC2-compatible instances on Snowball Edge

« Controlling network traffic with security groups on Snowball Edge

» Supported EC2-compatible instance metadata and user data on Snowball Edge

» Stopping EC2-compatible instances running on Snowball Edge

Difference between Amazon EC2 and Amazon EC2-compatible
instances on Snowball Edge

Amazon Snowball Edge EC2-compatible instances allow customers to use and manage Amazon
EC2-compatible instances using a subset of EC2 APIs and a subset of AMils.

Pricing for Compute Instances on Snowball Edge

There are additional costs associated with using compute instances. For more information, see
Amazon Snowball Edge Pricing.
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Using an Amazon EC2-compatible AMI on Snowball Edge

To use an Amazon Machine Image (AMI) on your Amazon Snowball Edge device, you must first ad
it to the device. You can add an AMI in the following ways:

« Upload the AMI when you order the device.

« Add the AMI when your device arrives at your site.

Amazon EC2 compute instances that come with your Snowball Edge are launched based on the
Amazon EC2 AMIs that you add to your device. Amazon EC2-compatible AMIs support both Linux
and Microsoft Windows operating systems.

Linux

The following Linux operating systems are supported:

o Amazon Linux 2 for Snowball Edge

(® Note

The latest version of this AMI will be provided at the time your Snowball Edge is being
prepared to ship by Amazon. To determine the version of this AMI on the device when

d

you receive it, see Determining the version of the Amazon Linux 2 AMI for Snowball Edge.

» CentOS 7 (x86_64) - with Updates HVM

o Ubuntu 16.04 LTS - Xenial (HVM)

(® Note

Ubuntu 16.04 LTS - Xenial (HVM) images are no longer supported in the Amazon Web
Services Marketplace, but still supported for use on Snowball Edge devices through
Amazon EC2 VM Import/Export and running locally in AMls.

« Ubuntu 20.04 LTS - Focal

o Ubuntu 22.04 LTS - Jammy

Using AMIs on Snowball Edge
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As a best-practice for security, keep your Amazon Linux 2 AMIs up-to-date on Snowball Edge as
new Amazon Linux 2 AMiIs are released. See Updating your Amazon Linux 2 AMIs on Snowball

Edge.

Windows
The following Windows operating systems are supported:

« Windows Server 2012 R2
« Windows Server 2016
« Windows Server 2019

You can add Windows AMiIs to your device by importing your Windows virtual machine (VM) image
into Amazon using VM Import/Export. Or, you can import the image into your device right after
the device is deployed to your site. For more information, see Adding a Microsoft Windows AMI to a
Snowball Edge.

® Note

Windows AMIs that originated in Amazon can't be added to your device.
AMIs imported locally must be in BIOS boot mode as UEFI is not supported.

Snowball Edge supports the Bring Your Own License (BYOL) model. For more information, see
Adding a Microsoft Windows AMI to a Snowball Edge.

(® Note

Amazon Snowball Edge EC2-compatible instances allow customers to use and manage
Amazon EC2-compatible instances using a subset of EC2 APIs and a subset of AMIs.

Topics

Adding an AMI when creating a job to order a Snowball Edge

Adding an AMI from Amazon Web Services Marketplace to a Snowball Edge

Adding an AMI to a Snowball Edge after receiving the device
Adding a Microsoft Windows AMI to a Snowball Edge
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« Importing a VM Image to a Snowball Edge

» Exporting the latest Amazon Linux 2 AMI for a Snowball Edge

Adding an AMI when creating a job to order a Snowball Edge

When you order your device, you can add AMiIs to the device by choosing them in the Compute
using EC2 instances - optional section in the Amazon Snow Family Management Console. The
Compute using EC2 instances - optional lists all of the AMIs that can be loaded onto your device.
The AMIs fall into the following categories:

« AMIs from Amazon Marketplace — These are AMIs created from the list of supported AMils.
For information about creating an AMI from the supported AMIs from Amazon Marketplace, see
Adding an AMI from Amazon Web Services Marketplace to a Snowball Edge.

« AMiIs uploaded using VM Import/Export — When you order your device, the AMIs that were
uploaded using VM Import/Export are listed in the console. For more information, see Importing
a VM as an Image Using VM Import/Export in the VM Import/Export User Guide. For information

about supported virtualization environments, see VM Import/Export Requirements.

Adding an AMI from Amazon Web Services Marketplace to a Snowball
Edge

You can add many AMIs from Amazon Web Services Marketplace to your Snowball Edge device by
launching the Amazon Web Services Marketplace instance, creating an AMI from it, and configuring
the AMI in the same region from which you'll order the Snow device. Then, you can choose to
include the AMI on the device when you create a job to order the device. When choosing an AMI
from the Marketplace, make sure it has a supported product code and platform.

Topics

» Checking product codes and platform details of Amazon Web Services Marketplace AMils for

Snowball Edge

» Determining the version of the Amazon Linux 2 AMI for Snowball Edge

» Configure the AMI for the Snowball Edge device
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Checking product codes and platform details of Amazon Web Services
Marketplace AMis for Snowball Edge

Before you begin the process to add an AMI from Amazon Web Services Marketplace to your
Snowball Edge device, ensure the product code and platform details of the AMI are supported in
your Amazon Web Services Region.

1. Open the Amazon EC2 console at https://console.amazonaws.cn/ec2/.

2. From the navigation bar, select the Region in which to launch your instances and from which
you will create the job to order the Snowball Edge device. You can select any Region that is
available to you, regardless of your location.

3. In the navigation pane, choose AMiIs.

4. Use the filter and search options to scope the list of displayed AMIs to see only the AMIs that
match your criteria. For example, AMIs provided by the Amazon Web Services Marketplace,
choose Public images. Then use the search options to further scope the list of displayed AMIls:

« (New console) Choose the Search bar and, from the menu, choose Owner alias, then the =

operator, and then the value amazon.

» (Old console) Choose the Search bar and, from the menu, choose Owner and then the value
Amazon images.

(® Note

AMIs from Amazon Web Services Marketplace include aws-marketplace in the Source
column.

5. Inthe AMI ID column, choose the AMI ID of the AMI.

6. Inthe Image summary of the AMI, ensure the Product codes are supported by your Region.
For more information, see the table below.

Supported Amazon Web Services Marketplace AMI product codes

AMI operating system Product code
Ubuntu Server 14.04 LTS b3dl4415quatdndl4qabkcud5
CentOS 7 (x86_64) awOevgkw8e5c1q413zgy5pjce
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AMI operating system Product code
Ubuntu 16.04 LTS csv6h70yg29b7epjzg7qdr7no
Amazon Linux 2 avyfzznywektkgl5qv5f57ska

7. Then, also ensure the Platform details contains one of entries from the list below.

Amazon Linux, Ubuntu, or Debian

Red Hat Linux bring-your-own-license

Amazon RDS for Oracle bring-your-own-license

Windows bring-your-own-license

Determining the version of the Amazon Linux 2 AMI for Snowball Edge

Use the following procedure to determine the version of the Amazon Linux 2 AMI for Snowball
Edge on the Snowball Edge. Install the latest version of the Amazon CLI before continuing. For
more information, see Install or update to the latest version of the Amazon CLI in the Amazon

Command Line Interface User Guide.

« Usethe describe-images Amazon CLI command to see the description of the AMI. The
version is contained in the description. Provide the public key certificate from the previous
step. For more information, see describe-images in the Amazon CLI Command Reference.

aws ec2 describe-images --endpoint http://snow-device-ip:8008 --region snow

Example of output of the describe-images command

"Images": [
{
"CreationDate": "2024-02-12T23:24:45.7057",
"ImagelId": "s.ami-02ba84cb87224el6e",
"Public": false,
"ProductCodes": [

Adding an AMI from Amazon Web Services Marketplace 194


https://docs.amazonaws.cn/cli/latest/userguide/getting-started-install.html
https://awscli.amazonaws.com/v2/documentation/api/latest/reference/ec2/describe-images.html

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

{

"ProductCodeId": "avyfzznywektkgl5qv5f57ska",
"ProductCodeType": "marketplace"

1,
"State": "AVAILABLE",

"BlockDeviceMappings": [

{
"DeviceName": "/dev/xvda",
"Ebs": {
"DeleteOnTermination": true,
"Iops": O,
"SnapshotId": "s.snap-0efb49f2f726fde63",
"VolumeSize": 8,
"VolumeType": "sbpl"
}
}

15
"Description": "Snow Family Amazon Linux 2 AMI 2.0.20240131.0 x86_64

HVM gp2",
"EnaSupport": false,
"Name": "amzn2-ami-snow-family-hvm-2.0.20240131.0-x86_64-gp2-
b7e7f8d2-1b9%e-4774-a374-120e0cd85d5a",
"RootDeviceName": "/dev/xvda"

In this example, the version of the Amazon Linux 2 AMI for Snowball Edge is
2.0.20240131.0. It is found in the value of the Description name.

Configure the AMI for the Snowball Edge device

1. Open the Amazon EC2 console at https://console.amazonaws.cn/ec2/.

2. Launch a new instance of a supported AMI in Amazon Web Services Marketplace.
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® Note

When you launch your instance, make sure that the storage size you assign to the
instance is appropriate for your use case. In the Amazon EC2 console, you do this in the
Add storage step.

3. Install and configure the applications that you want to run on the Snowball Edge, and make
sure that they work as expected.

/A Important

« Only single volume AMiIs are supported.

« The EBS volume in your AMI should be 10 TB or less. We recommend that you
provision the EBS volume size needed for the data in the AMI. This will help decrease
the time it takes to export your AMI and load it into your device. You can resize or
add more volumes to your instance after your device is deployed.

« The EBS snapshot in your AMI must not be encrypted.

4. Make a copy of the PEM or PPK file that you used for the SSH key pair when you created this
instance. Save this file to the server that you plan to use to communicate with the Snowball
Edge device. Make a note of the path to this file because you will need it when you use SSH to
connect to the EC2-compatible instance on your device.

/A Important

If you don't follow this procedure, you can't connect to your instances with SSH when
you receive your Snowball Edge device.

5. Save the instance as an AMI. For more information, see Amazon EC2 User Guide for Linux

Instances in the Amazon EC2 User Guide.

6. Repeat steps 1-4 for each of the instances that you want to connect to using SSH. Be sure to
make copies of each of the SSH key pairs, and keep track of the AMIs that they're associated
with.

7. Now, when you order your device, these AMIs are available to add to your device.
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Adding an AMI to a Snowball Edge after receiving the device

When the device arrives on your site, you can add new AMis to it. For instructions, see Importing
a virtual machine image to a Snowball Edge device. Keep in mind that although all VMs are
supported, only supported AMIs have been tested for full functionality.

(® Note

When you use VM Import/Export to add AMiIs to your device or import a VM after your
device is deployed, you can add VMs that use any operating system. However, only
supported operating systems have been tested and validated on Snowball Edge. You are
responsible for adhering to the terms and conditions of any operating system or software
that is in the virtual image that you import onto your device.

/A Important

For Amazon services to function properly on a Snowball Edge, you must allow the
ports for the services. For details, see Port requirements for Amazon services on a
Snowball Edge.

Adding a Microsoft Windows AMI to a Snowball Edge

For virtual machines (VMs) that use a supported Windows operating system, you can add the AMI
by importing your Windows VM image into Amazon using VM Import/Export, or by importing it
into your device directly after it is deployed to your site.

Bring Your Own License (BYOL)

Snowball Edge supports importing Microsoft Windows AMls onto your device with your own
license. Bring Your Own License (BYOL) is the process of bringing an AMI that you own with its on-
premises license to Amazon. Amazon provides both shared and dedicated deployment options for
the BYOL option.

You can add your Windows VM image to your device by importing it into Amazon using VM Import/
Export or by importing it into your device directly after it is deployed to your site. You can't add
Windows AMIs that originated in Amazon. Therefore, you must create and import your own
Windows VM image and bring your own license if you want to use the AMI on your Snowball Edge
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device. For more information about Windows licensing and BYOL, see Amazon Web Services and
Microsoft: Frequently Asked Questions.

Creating a Windows VM image to import into a Snowball Edge

To create a Windows VM image, you need a virtualization environment, such as VirtualBox, which
is supported for the Windows and macOS operating systems. When you create a VM for Snow
devices, we recommend that you allocate at least two cores with at least 4 GB of RAM. When the
VM is up and running, you must install your operating system (Windows Server 2012, 2016, or
2019). To install the required drivers for the Snowball Edge device, follow the instructions in this
section.

For a Windows AMI to run on a Snow device, you must add the VirtlO, FLR, NetVCM, Vioinput,
Viorng, Vioscsi, Vioserial, and VioStor drivers. You can download a Microsoft Software Installer
(virtio-win-guest-tools-installer) for installing these drivers on Windows images from the virtio-
win-pkg-scripts repository on GitHub.

(@ Note

If you plan to import your VM image directly to your deployed Snow device, the VM image
file must be in the RAW format.

To create a Windows image

1. Onyour Microsoft Windows computer, choose Start and enter devmgmt .msc to open Device
Manager.

In the main menu, choose Actions, and then choose Add legacy hardware.

In the wizard, choose Next.

Choose Install the hardware that | manually select from a list (advanced), and choose Next.
Choose Show All Devices and choose Next.

Choose Have Disk, open the Copy manufacturer’s files from list, and browse to the ISO file.
In the ISO file, browse to the Driver\W2K8R2\amd64 directory, and then find the . INF file.
Choose the .INF file, choose Open, and then choose OK.

© ® N o U A~ W N

When you see the driver name, choose Next, and then choose Next two more times. Then
choose Finish.
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This installs a device using the new driver. The actual hardware doesn't exist, so you will see a
yellow exclamation mark that indicates an issue on the device. You must fix this issue.
To fix the hardware issue

1. Open the context (right-click) menu for the device that has the exclamation mark.

2. Choose Uninstall, clear Delete the driver software for this device, and choose OK.

The driver is installed, and you are ready to launch the AMI on your device.

Importing a VM Image to a Snowball Edge

After you prepare your VM image, you can use one of the options to import the image to your
device.

« In the cloud using VM Import/Export — When you import your VM image into Amazon and
register it as an AMI, you can add it to your device when you place an order from the Amazon
Snow Family Management Console. For more information, see Importing a VM as an Image Using
VM Import/Export in the VM Import/Export User Guide.

» Locally on your device that is deployed at your site — You can import your VM image directly
into your device using Amazon OpsHub or the Amazon Command Line Interface (Amazon CLI).

For information about using Amazon OpsHub, see Using Amazon EC2-compatible compute

instances locally.

For information about using the Amazon CLI, see Importing a virtual machine image to a

Snowball Edge device.

Exporting the latest Amazon Linux 2 AMI for a Snowball Edge

To update your Amazon Linux 2 AMIs to the latest version, first export the latest Amazon Linux
2 VM image from Amazon Web Services Marketplace, then import that VM image into the Snow
device.

1. Usethe ssm get-parameters Amazon CLI command to find the latest image ID of the
Amazon Linux 2 AMI in the Amazon Web Services Marketplace.
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aws ssm get-parameters --names /aws/service/ami-amazon-linux-latest/amzn2-ami-
hvm-x86_64-gp2 --query 'Parameters[@].[Value]' --region your-region

The command returns the latest image ID of the AMI. For example,
ami-@ccb473bada910e74.

2. Export the latest Amazon Linux 2 image. See Exporting a VM directly from an Amazon Machine
Image (AMI) in the Amazon EC2 User Guide. Use the latest image ID of the Amazon Linux 2 AMI
as the value of the image-id parameter of the ec2 export-image command.

3. Import the VM image into the Snow device using the Amazon CLI or Amazon OpsHub.

» For information about using Amazon CLI, see Importing a virtual machine image to a

Snowball Edge device.

» For information about using Amazon OpsHub, see Importing an image as an Amazon EC2-
compatible AMI with Amazon OpsHub.

Importing a virtual machine image to a Snowball Edge device

You can use the Amazon CLI and the VM Import/Export service to import a virtual machine (VM)
image to the Snowball Edge device as an Amazon Machine Image (AMI). After importing a VM
image, register the image as an AMI and launch it as an Amazon EC2-compatible instance.

You can add AMIs from Amazon EC2 to the device when creating a job to order a Snowball Edge
device. Use this procedure after you have received the Snowball Edge device. For more information,
see Choosing your compute and storage options.

You can also use Amazon OpsHub to upload the VM image file. For more information, see
Importing an image into your device as an Amazon EC2-compatible AMI in this guide.

Topics

Step 1: Prepare the VM image and upload it to the Snowball Edge device

Step 2: Set up required permissions on the Snowball Edge

Step 3: Import the VM image as a snapshot on the Snowball Edge

Step 4: Register the snapshot as an AMI on the Snowball Edge
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» Step 5: Launch an instance from the AMI on the Snowball Edge

« Additional AMI actions for a Snowball Edge

Step 1: Prepare the VM image and upload it to the Snowball Edge
device

Prepare the VM image by exporting a VM image from an Amazon EC2 AMI or instance in the
Amazon Web Services Cloud using VM Import/Export or by generating the VM image locally using
your choice of virtualization platform.

To export an Amazon EC2 instance as a VM image using VM Import/Export, see Exporting an
instance as a VM using VM Import/Export in the VM Import/Export User Guide. To export an
Amazon EC2 AMI as a VM image using VM Import/Export, see Exporting a VM directly from an
Amazon Machine Image (AMI) in the VM Import/Export User Guide.

If generating a VM image from your local environment, ensure the image is configured for use as
an AMI on the Snowball Edge device. You may need to configure the following items, depending on
your environment.

» Configure and update the operating system.

« Set a hostname.

« Ensure network time protocol (NTP) is configured.

 Include SSH public keys, if necessary. Make local copies of the key pairs. For more information,
see Using SSH to Connect to Your Compute Instances on a Snowball Edge.

« Install and configure any software you will use on the Snowball Edge device.

® Note

Be aware of the following limitations when preparing a disk snapshot for a Snowball Edge
device.

« Snowball Edge currently only support importing snapshots that are in the RAW image
format.

« Snowball Edge currently only support importing snapshots with sizes from 1 GB to 1 TB.
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Uploading a VM image to an Amazon S3 bucket on the Snowball Edge device

After preparing a VM image, upload it to an S3 bucket on the Snowball Edge device or cluster.
You can use the S3 adapter or Amazon S3 compatible storage on Snowball Edge to upload the
snapshot.

To upload the virtual machine image using the S3 adapter

« Use the cp command to copy the VM image file to a bucket on the device.

aws s3 cp image-path s3://S3-bucket-name --endpoint http://S3-object-API-
endpoint:443 --profile profile-name

For more information, see Supported Amazon CLI commands in this guide.

To upload the VM image using Amazon S3 compatible storage on Snowball Edge

« Use the put-object command to copy the snapshot file to a bucket on the device.

aws s3api put-object --bucket bucket-name --key path-to-snapshot-file --
body snapshot-file --endpoint-url s3api-endpoint-ip --profile your-profile

For more information, see Working with S3 objects on a Snowball Edge device.

Step 2: Set up required permissions on the Snowball Edge

For the import to be successful, you must set up permissions for VM Import/Export on the
Snowball Edge device, Amazon EC2, and the user.

(® Note

The service roles and policies that provide these permissions are located on the Snowball
Edge device.
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Permissions required for VM Import/Export on a Snowball Edge

Before you can start the import process, you must create an 1AM role with a trust policy that allows
VM Import/Export on the Snowball Edge device to assume the role. Additional permissions are
given to the role to allow VM Import/Export on the device to access the image stored in the S3
bucket on the device.

Create a trust policy json file

Following is an example trust policy required to be attached to the role so that VM Import/Export
can access the snapshot that needs to be imported from the S3 bucket.

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Principal”:{
"Service":"vmie.amazonaws.com"
.
"Action":"sts:AssumeRole"
}
]
}

Create a role with the trust policy json file

The role name can be vmimport. You can change it by using the --role-name option in the
command:

aws iam create-role --role-name role-name --assume-role-policy-document file:///trust-
policy-json-path --endpoint http://snowball-ip:6078 --region snow --profile profile-
name

The following is an example output from the create-role command.

"Role":{
"AssumeRolePolicyDocument": {
"Version":"2012-10-17",
"Statement": [
{
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"Action":"sts:AssumeRole",
"Effect":"Allow",
"Principal":{

"Service":"vmie.amazonaws.com"

.

"MaxSessionDuration":3600,

"RoleId" :"AROACEMGEZDGNBVGY3TQOJQGEZAAAABQBBG6NSGNAAAABPSVLTREPY3FPAFOLKI3",
"CreateDate":"2022-04-19T22:17:19.8237",

"RoleName":"vmimport",

"Path":"/",

"Arn":"arn:aws:iam::123456789012:role/vmimport"

Create a policy for the role

The following example policy has the minimum required permissions to access Amazon S3. Change
the Amazon S3 bucket name to the one which has your images. For a standalone Snowball Edge
device, change snow-1id to your job ID. For a cluster of devices, change snow-1id to the cluster ID.
You also can use prefixes to further narrow down the location where VM Import/Export can import
snapshots from. Create a policy json file like this.

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Action":[
"s3:GetBucketLocation",
"s3:GetObject",
"s3:ListBucket",
"s3:GetMetadata"
1,
"Resource":[
"arn:aws:s3:snow:account-id:snow/snow-id/bucket/import-snapshot-bucket-
name",
"arn:aws:s3:snow:account-id:snow/snow-id/bucket/import-snapshot-bucket-
name/*"
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}

Create a policy with the policy file:

aws iam create-policy --policy-name policy-name --policy-document file:///policy-json-
file-path --endpoint http://snowball-ip:6078 --region snow --profile profile-name

The following is an output example from the create-policy command.

{
"Policy":{
"PolicyName" :"vmimport-resource-policy",
"PolicyId":"ANPACEMGEZDGNBVGY3TQOJQGEZAAAABOOEE3ITIHAAAABWZIPI2VW4UUTFEDBC2R",
"Arn":"arn:aws:iam::123456789012:policy/vmimport-resource-policy",
"Path":"/",
"DefaultVersionId":"v1",
"AttachmentCount":0,
"IsAttachable":true,
"CreateDate":"2020-07-25T23:27:35.690000+00:00",
"UpdateDate" :"2020-07-25T23:27:35.690000+00:00"
}
}

Attach the policy to the role

Attach a policy to the preceding role and grant permissions to access the required resources. This
allows the local VM Import/Export service to download the snapshot from Amazon S3 on the
device.

aws iam attach-role-policy --role-name role-name --policy-arn
arn:aws:iam::123456789012:policy/policy-name --endpoint http://snowball-ip:6078 --
region snow --profile profile-name

Permissions required by the caller on a Snowball Edge

In addition to the role for the Snowball Edge VM Import/Export to assume, you also must ensure
that the user has the permissions that allow them to pass the role to VMIE. If you use the default
root user to perform the import, the root user already has all the permissions required, so you can
skip this step, and go to step 3.
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Attach the following two IAM permissions to the user that is doing the import.

e pass-role
« get-role
Create a policy for the role

The following is an example policy that allows a user to perform the get-role and pass-role
actions for the 1AM role.

{
"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Action": "iam:GetRole",
"Resource":"*"
.
{
"Sid": "iamPassRole",
"Effect": "Allow",
"Action": "iam:PassRole",
"Resource": "arn:aws:iam::*:role/snowball*",
"Condition": {
"StringEquals": {
"iam:PassedToService": "importexport.amazonaws.com"
}
}
}
]
}

Create a policy with the policy file:

aws iam create-policy --policy-name policy-name --policy-document file:///policy-json-
file-path --endpoint http://snowball-ip:6078 --region snow --profile profile-name

The following is an output example from the create-policy command.
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"Policy":{
"PolicyName":"caller-policy",
"PolicyId":"ANPACEMGEZDGNBVGY3TQOJQGEZAAAABOOOTUOE3AAAAAAPPBEUM7Q7ARPUES53C6R",
"Arn":"arn:aws:iam::123456789012:policy/caller-policy",
"Path":"/",
"DefaultVersionId":"v1",
"AttachmentCount":0,
"IsAttachable":true,
"CreateDate":"2020-07-30T00:58:25.309000+00:00",
"UpdateDate":"2020-07-30T00:58:25.309000+00:00"

After the policy has been generated, attach the policy to the IAM users that will call the Amazon
EC2 API or CLI operation to import the snapshot.

aws iam attach-user-policy --user-name your-user-name --policy-arn
arn:aws:iam::123456789012:policy/policy-name --endpoint http://snowball-ip:6078 --
region snow --profile profile-name

Permissions Required to call Amazon EC2 APIs on a Snowball Edge

To import a snapshot, the IAM user must have the ec2: ImportSnapshot permissions. If
restricting access to the user is not required, you can use the ec2: * permissions to grant full
Amazon EC2 access. The following are the permissions that can be granted or restricted for
Amazon EC2 on your device. Create a policy file with the content shown:

"Version":"2012-10-17",
"Statement": [
{
"Effect":"Allow",
"Action":[
"ec2:ImportSnapshot",
"ec2:DescribeImportSnapshotTasks",
ec2:CancelImportTask",
"ec2:DescribeSnapshots",
ec2:DeleteSnapshot",
"ec2:RegisterImage",
ec2:DescribeImages",
"ec2:DeregisterImage"”

]I
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"Resource":"*"

Create a policy with the policy file:

aws iam create-policy --policy-name policy-name --policy-document file:///policy-json-
file-path --endpoint http://snowball-ip:6078 --region snow --profile profile-name

The following is an output example from the create-policy command.

{
"Policy":
{
"PolicyName": "ec2-import.json",
"PolicyId":
"ANPACEMGEZDGNBVGY3TQOJQGEZAAAABQBGPDQC5AAAAATYNG62UNBFYTF5WVCSCZS™",
"Arn": "arn:aws:iam::123456789012:policy/ec2-import.json",
"Path": "/",
"DefaultVersionId": "v1",
"AttachmentCount": 0,
"IsAttachable": true,
"CreateDate": "2022-04-21T16:25:53.504000+00:00",
"UpdateDate": "2022-04-21T16:25:53.504000+00:00"
}
}

After the policy has been generated, attach the policy to the IAM users that will call the Amazon
EC2 API or CLI operation to import the snapshot.

aws iam attach-user-policy --user-name your-user-name --policy-arn
arn:aws:iam::123456789012:policy/policy-name --endpoint http://snowball-ip:6078 --
region snow --profile profile-name

Step 3: Import the VM image as a snapshot on the Snowball Edge

The next step is to import the VM image as a snapshot on the device. The value of the S3Bucket
parameter is the name of the bucket which contains the VM image. The value of the S3Key
parameter is the path to the VM image file in this bucket.
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aws ec2 import-snapshot --disk-container "Format=RAW,UserBucket={S3Bucket=bucket-
name,S3Key=image-file}" --endpoint http://snowball-ip:8008 --region snow --
profile profile-name

For more information, see import-snapshot in the Amazon CLI Command Reference.

This command doesn't support the following switches.

+ [--client-data value]
e [--client-token value]
e [--dry-run]

e [--no-dry-run]

« [--encrypted]

o [--no-encrypted]

e [--kms-key-id value]

» [--tag-specifications value]

Example output of import-snapshot command

"ImportTaskId":"s.import-snap-1234567890@abc",
"SnapshotTaskDetail": {

"DiskImageSize":2.0,

"Encrypted":false,

"Format":"RAW",

"Progress":"3",

"Status":"active",

"StatusMessage":"pending",

"UserBucket": {

"S3Bucket":"bucket",

"S3Key":"vmimport/image@l"
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® Note

Snowball Edge currently only allow one active import job to run at a time, per device.

To start a new import task, either wait for the current task to finish, or choose another
available node in a cluster. You can also choose to cancel the current import if you want.
To prevent delays, don't reboot the Snowball Edge device while the import is in progress.
If you reboot the device, the import will fail, and progress will be deleted when the device
becomes accessible. To check the status of your snapshot import task status, use the
following command:

aws ec2 describe-import-snapshot-tasks --import-task-ids id --endpoint
http://snowball-ip:8008 --region snow --profile profile-name

Step 4: Register the snapshot as an AMI on the Snowball Edge

When the snapshot import to the device is successful, you can register it using the register-
image command.

(® Note

You can only register an AMI when all of its snapshots are available.

For more information, see register-image in the Amazon CLI Command Reference.

Example of the register-image command

aws ec2 register-image \

--name ami-01 \

--description my-ami-01 \

--block-device-mappings "[{\"DeviceName\": \'"/dev/sdal\",\"Ebs\":{\"Encrypted\":false,
\"DeleteOnTermination\":true,\"SnapshotId\":\"snapshot-id\",\"VolumeSize\":303}}]" \
--root-device-name /dev/sdal \

--endpoint http://snowball-ip:8008 \

--region snow \

--profile profile-name
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Following is an example of block device mapping JSON. For more information, see the block-
device-mapping parameter of register-image in the Amazon CLI Command Reference.

[
{
"DeviceName": "/dev/sda",
"Ebs":
{
"Encrypted": false,
"DeleteOnTermination": true,
"SnapshotId": "snapshot-id",
"VolumeSize": 30
}
}
]

Example of the register-image command

"ImagelId": "s.ami-8de47d2e397937318"

Step 5: Launch an instance from the AMI on the Snowball Edge

To launch an instance, see run-instances in the Amazon CLI Command Reference.

The value of the image-id parameter is the value of the ImageId name as the output of the
register-image command.

aws ec2 run-instances --image-id image-id --instance-type instance-type --endpoint
http://snowball-ip:8008 --region snow --profile profile-name

"Instances":[
{
"SourceDestCheck":false,
"CpuOptions": {
"CoreCount":1,
"ThreadsPerCore":2

}I
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"InstanceIld":"s.i-12345a73123456d1",
"EnaSupport":false,
"Imageld":"s.ami-1234567890abcdefg",
"State":{
"Code":0,
"Name" : "pending"
},
"EbsOptimized":false,
"SecurityGroups":[
{
"GroupName":"default",
"GroupId":"s.sg-1234567890abc"

15
"RootDeviceName":"/dev/sdal",
"AmiLaunchIndex":0,

"InstanceType":"sbe-c.large"

}
1,
"ReservationId":"s.r-1234567890abc"
}
(@ Note

You can also use Amazon OpsHub to launch the instance. For more information, see
Launching an Amazon EC2-compatible instance in this guide.

Additional AMI actions for a Snowball Edge

You can use additional Amazon CLI commands to monitor snapshot import status, get details on
snapshots that have been imported, canceling importing a snapshot, and deleting or deregistering
snapshots after they have been imported.

Monitoring snapshot import status on a Snowball Edge

To see the current state of the import progress, you can run the Amazon EC2 describe-import-
snapshot-tasks command. This command supports pagination and filtering on the task-
state.
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Example of the describe-import-snapshot-tasks command

aws ec2 describe-import-snapshot-tasks --import-task-ids id --endpoint http://snowball-

ip:8008 --region snow --profile profile-name

Example of describe-import-snapshot-tasks command output

"ImportSnapshotTasks": [
{

"ImportTaskId": "s.import-snap-8f6bfd7fc9ead9aca",

"SnapshotTaskDetail": {
"Description": "Created by AWS-Snowball-VMImport service for

s.import-snap-8f6bfd7fc9ead9aca",

"DiskImageSize": 8.0,
"Encrypted": false,
"Format": "RAW",

"Progress": "3",

"SnapshotId": "s.snap-848a22d7518ad442b",
"Status": "active",

"StatusMessage": "pending",

"UserBucket": {
"S3Bucket": "bucketl",
"S3Key": "imagel"

(® Note

This command only shows output for tasks that have successfully completed or been
marked as deleted within the last 7 days. Filtering only supports Name=task-state,
Values=active | deleting | deleted | completed

This command doesn't support the following parameters.

o [--dry-run]

e [--no-dry-run]

Additional AMI actions for a Snowball Edge
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Canceling an import task on a Snowball Edge
To cancel an import task, run the cancel-import-task command.

Example of the cancel-import-task command

aws ec2 cancel-import-task --import-task-id import-task-id --endpoint http://snowball-
ip:8008 --region snow --profile profile-name

Example of cancel-impoxrt-task command output

{
"ImportTaskId": "s.import-snap-8234ef2a@lcc3b0c6",
"PreviousState": "active",
"State": "deleting"

}

® Note

Only tasks that are not in a completed state can be canceled.

This command doesn't support the following parameters.

e [--dry-run]
e [--no-dry-run]
Describing snapshots on a Snowball Edge

After a snapshot is imported, you can use this command to describe it. To filter the snapshots, you
can pass in snapshot-ids with the snapshot ID from the previous import task response. This
command supports pagination and filter on volume-id, status, and start-time.

Example of describe-snapshots command

aws ec2 describe-snapshots --snapshot-ids snapshot-id --endpoint http://snowball-
ip:8008 --region snow --profile profile-name
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Example of describe-snapshots command output

"Snapshots": [
{

"Description": "Created by AWS-Snowball-VMImport service for s.import-
snap-8f6bfd7fc9ead9aca",

"Encrypted": false,

"OwnerId": "123456789012",

"SnapshotId": "s.snap-848a22d7518ad442b",

"StartTime": "2020-07-30T04:31:05.032000+00:00",

"State": "completed",

"VolumeSize": 8

This command doesn't support the following parameters.

o [--restorable-by-user-ids value]
o [--dry-run]

e [--no-dry-run]

Deleting a snapshot from a Snowball Edge device

To remove snapshots that you own and you no longer need, you can use the delete-snapshot
command.

Example of the delete-snapshot command

aws ec2 delete-snapshot --snapshot-id snapshot-id --endpoint http://snowball-ip:8008 --
region snow --profile profile-name

® Note

Snowball Edge does not support deleting snapshots that are in a PENDING state or if it is
designated as a root device for an AMI.

This command doesn't support the following parameters.
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o [--dry-run]

e [--no-dry-run]

Deregistering an AMI on a Snowball Edge

To deregister AMIs that you no longer need, you can run the deregister-image command.
Deregistering an AMI that is in the Pending state is not currently supported.

Example of the deregister-image command

aws ec2 deregister-image --image-id image-id --endpoint http://snowball-ip:8008 --
region snow --profile profile-name

This command doesn't support the following parameters.

o [--dry-run]

e [--no-dry-run]

Using the Amazon CLI and API operations on Snowball Edge
device

When using the Amazon Command Line Interface (Amazon CLI) or APl operations to issue 1AM,
Amazon S3 and Amazon EC2 commands on Snowball Edge, you must specify the region as
"snow." You can do this using Amazon configure or within the command itself, as in the
following examples.

aws configure --profile ProfileName
Amazon Access Key ID [None]: defgh
Amazon Secret Access Key [None]: 1234567
Default region name [None]: snow

Default output format [None]: json

Or

aws s3 ls --endpoint http://192.0.2.0:8080 --region snow --profile ProfileName

Using the Amazon CLI and API Operations
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Network configurations for compute instances on Snowball
Edge

After you launch your compute instance on a Snowball Edge, you must provide it with an IP
address by creating a network interface. Snowball Edges support two kinds of network interfaces, a
virtual network interface and a direct network interface.

Virtual network interface (VNI) — A virtual network interface is the standard network interface for
connecting to an EC2-compatible instance on your Snowball Edge. You must create a VNI for each
of your EC2-compatible instances regardless of whether you also use a direct network interface or
not. The traffic passing through a VNI is protected by the security groups that you set up. You can
only associate VNIs with the physical network port you use to control your Snowball Edge.

(® Note

VNI will use the same physical interface (RJ45, SFP+, or QSFP) that is used to managed the
Snowball Edge. Creating a VNI on a different physical interface than the one being used for
device management could lead to unexpected results.

Direct network interface (DNI) — A direct network interface (DNI) is an advanced network feature
that enables use cases like multicast streams, transitive routing, and load balancing. By providing
instances with layer 2 network access without any intermediary translation or filtering, you can
gain increased flexibility over the network configuration of your Snowball Edge and improved
network performance. DNIs support VLAN tags and customizing the MAC address. Traffic on DNIs is
not protected by security groups.

On Snowball Edge devices, DNIs can be associated with the RJ45, SFP, or QSFP ports. Each physical
port supports a maximum of 63 DNIs. DNIs do not have to be associated to the same physical
network port that you use to manage the Snowball Edge.

(® Note

Snowball Edge storage optimized (with EC2 compute functionality) devices don't support
DNiIs.

Topics
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» Prerequisites for DNIs or VNIs on Snowball Edge

« Setting up a Virtual Network Interface (VNI) on a Snowball Edge

» Setting Up a Direct Network Interface (DNI) on a Snowball Edge

Prerequisites for DNIs or VNIs on Snowball Edge

Before you configure a VNI or a DNI, be sure that you've done the following prerequisites.

1. Make sure there's power to your device and that one of your physical network interfaces, like
the RJ45 port, is connected with an IP address.

2. Get the IP address associated with the physical network interface that you're using on the
Snowball Edge.

3. Configure the Snowball Edge client. For more information, see Configuring a profile for the
Snowball Edge Client.

4. Configure the Amazon CLI. For more information, see Getting started with the Amazon CLI in

the Amazon Command Line Interface User Guide.

5. Unlock the device.

« Use Amazon OpsHub to unlock the device. For more information, see Unlocking a Snowball

Edge with Amazon OpsHub.

» Use the Snowball Edge Client to unlock the device. For more information, see Unlocking the

Snowball Edge.

6. Launch an EC2-compatible instance on the device. You will associate the VNI with this instance.

7. Use the Snowball Edge Client to run the describe-device command. The output of the
command will provide a list of physical network interface IDs. For more information, see
Viewing status of a Snowball Edge.

8. Identify the ID for the physical network interface that you want to use, and make a note of it.

Setting up a Virtual Network Interface (VNI) on a Snowball Edge

After you have identified the ID of the physical network interface, you can set up a virtual network
interface (VNI) with that physical interface. Use the following procedure set up a VNI. Make sure
that you perform the prerequisite tasks before you create a VNI.
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Create a VNI and associate an IP address

1. Use the Snowball Edge Client to run the create-virtual-network-interface command.
The following examples show running this command with the two different IP address
assignment methods, either DHCP or STATIC. The DHCP method uses Dynamic Host
Configuration Protocol (DHCP).

snowballEdge create-virtual-network-interface \
--physical-network-interface-id s.ni-abcd1234 \
--ip-address-assignment DHCP \

--profile profile-name

//O0R//

snowballEdge create-virtual-network-interface \
--physical-network-interface-id s.ni-abcd1234 \

--ip-address-assignment STATIC \

--static-ip-address-configuration IpAddress=192.0.2.0,Netmask=255.255.255.0 \
--profile profile-name

The command returns a JSON structure that includes the IP address. Make a note of that IP
address to use with the ec2 associate-address Amazon CLI command later in the process.

Anytime you need this IP address, you can use the Snowball Edge Client command describe-
virtual-network-interfaces Snowball Edge client command, or the Amazon CLI
command aws ec2 describe-addresses to getit.

2. Use the Amazon CLI to associate the IP address with the EC2-compatible instance, replacing
the red text with your values:

aws ec2 associate-address --public-ip 192.0.2.0 --instance-id s.i-01234567890123456
--endpoint http://Snowball Edge physical IP address:8008

Setting Up a Direct Network Interface (DNI) on a Snowball Edge

@ Note

The direct network interface feature is available on or after January 12, 2021 and is
available in all Amazon Web Services Regions where Snowball Edges are available.

Setting Up a DNI 219



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Prerequisites for a DNI on a Snowball Edge

Before you set up a direct network interface (DNI), you must perform the tasks in the prerequisites
section.

1. Perform the prerequisite tasks before setting up the DNI. For instructions, see Prerequisites for
DNIs or VNIs on Snowball Edge.

2. Additionally, you must launch an instance on your device, create a VNI, and associate it with the
instance. For instructions, see Setting up a Virtual Network Interface (VNI) on a Snowball Edge.

(® Note

If you added direct networking to your existing device by performing an in-the-field
software update, you must restart the device twice to fully enable the feature.

Create a DNI and associate IP address

1. Create a direct network interface and attach it to the Amazon EC2-compatible instance by
running the following command. You will need the MAC address of the device for the next
step.

create-direct-network-interface [--endpoint endpoint] [--instance-id instancelId]
[--mac macAddress]
[--physical-network-interface-
id physicalNetworkInterfaceld]
[--unlock-code unlockCode] [--vlan vlanId]

OPTIONS

--endpoint <endpoint> The endpoint to send this request to. The endpoint for your
devices will be a URL using the https scheme followed by an IP address. For example, if the IP
address for your device is 123.0.1.2, the endpoint for your device would be https://123.0.1.2.

--instance-id <instanceld> The EC2-compatible instance ID to attach the interface to
(optional).

--mac <macAddress> Sets the MAC address of the network interface (optional).
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--physical-network-interface-id <physicalNetworkIntexfaceId> TheID
for the physical network interface on which to create a new virtual network interface. You
can determine the physical network interfaces available on your Snowball Edge using the
describe-device command.

--vlan <vlanId> Set the assigned VLAN for the interface (optional). When specified, all
traffic sent from the interface is tagged with the specified VLAN ID. Incoming traffic is filtered
for the specified VLAN ID, and has all VLAN tags stripped before being passed to the instance.

2. After you create a DNI and associate it with your EC2-compatible instance, you must make two
configuration changes inside your Amazon EC2-compatible instance.

« The first is to change ensure that packets meant for the VNI associated with the EC2-
compatible instance are sent through ethO.

» The second change configures your direct network interface to use either DCHP or static IP
when booting.

The following are examples of shell scripts for Amazon Linux 2 and CentOS Linux that make
these configuration changes.

Amazon Linux 2

# Mac address of the direct network interface.
# You got this when you created the direct network interface.
DNI_MAC=[MAC ADDRESS FROM CREATED DNI]

# Configure routing so that packets meant for the VNI always are sent through
etho.

PRIVATE_IP=$(curl -s http://169.254.169.254/latest/meta-data/local-ipv4)
PRIVATE_GATEWAY=$(ip route show to match 0/0 dev eth® | awk '{print $3}')
ROUTE_TABLE=10001

echo "from $PRIVATE_IP table $ROUTE_TABLE" > /etc/sysconfig/network-scripts/
rule-etho

echo "default via $PRIVATE_GATEWAY dev eth® table $ROUTE_TABLE" > /etc/
sysconfig/network-scripts/route-eth@

echo "169.254.169.254 dev eth@" >> /etc/sysconfig/network-scripts/route-eth0

# Query the persistent DNI name, assigned by udev via ec2net helper.
# changable in /etc/udev/rules.d/70-persistent-net.rules
DNI=$(ip --oneline link | grep -i $DNI_MAC | awk -F ': ' '{ print $2 }')
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# Configure DNI to use DHCP on boot.
cat << EOF > /etc/sysconfig/network-scripts/ifcfg-$DNI
DEVICE="$DNI"

NAME="$DNI"

HWADDR=$DNI_MAC

ONBOOT=yes

NOZEROCONF=yes

BOOTPROTO=dhcp

TYPE=Ethernet

MAINROUTETABLE=Nno

EOF

# Make all changes live.
systemctl restart network

CentOS Linux

# Mac address of the direct network interface. You got this when you created the
direct network interface.

DNI_MAC=[MAC ADDRESS FROM CREATED DNI]

# The name to use for the direct network interface. You can pick any name that
isn't already in use.

DNI=ethl

# Configure routing so that packets meant for the VNIC always are sent through
etho

PRIVATE_IP=$(curl -s http://169.254.169.254/1atest/meta-data/local-ipv4)
PRIVATE_GATEWAY=$(ip route show to match 0/0 dev eth® | awk '{print $3}')
ROUTE_TABLE=10001

echo from $PRIVATE_IP table $ROUTE_TABLE > /etc/sysconfig/network-scripts/rule-
etho

echo default via $PRIVATE_GATEWAY dev eth@® table $ROUTE_TABLE > /etc/sysconfig/
network-scripts/route-eth0

# Configure your direct network interface to use DHCP on boot.
cat << EOF > /etc/sysconfig/network-scripts/ifcfg-$DNI
DEVICE="$DNI"

NAME="$DNI"

HWADDR="$DNI_MAC"

ONBOOT=yes

NOZEROCONF=yes
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BOOTPROTO=dhcp
TYPE=Ethernet
EOF

# Rename DNI device if needed.

CURRENT_DEVICE_NAME=$(LANG=C ip -o link | awk -F ': ' -vIGNORECASE=1 '!/link\/
ieee802\.11/ && /'"$DNI_MAC"'/ { print $2 }')

ip link set $CURRENT_DEVICE_NAME name $DNI

# Make all changes live.
systemctl restart network

Using SSH to connect to compute instances on a Snowball Edge

To use Secure Shell (SSH) to connect to compute instances on a Snowball Edge, you have the

following options for providing or creating an SSH key.

You can provide the SSH key for the Amazon Machine Image (AMI) when you create a job to
order a device. For more information, see Creating a job to order a Snowball Edge.

You can provide the SSH key for the AMI when you create a virtual machine image to import to a
Snowball Edge. For more information, see Importing a virtual machine image to a Snowball Edge

device.

You can create a key pair on the Snowball Edge and choose to launch an instance with that
locally generated public key. For more information, see Create a key pair using Amazon EC2 in
the Amazon EC2 User Guide.

To connect to an instance through SSH

1.

Make sure that your device is powered on, connected to the network, and unlocked. For more
information, see Connecting a Snowball Edge to your local network.

Make sure that you have your network settings configured for your compute instances. For
more information, see Network configurations for compute instances on Snowball Edge.

Check your notes to find the PEM or PPK key pair that you used for this specific instance. Make
a copy of those files somewhere on your computer. Make a note of the path to the PEM file.

Connect to your instance through SSH as in the following example command. The IP
address is the IP address of the virtual network interface (VNIC) that you set up in Network
configurations for compute instances on Snowball Edge.
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ssh -i path/to/PEM/key/file instance-user-name@l92.0.2.0

For more information, see Connecting to Your Linux Instance Using SSH in the Amazon EC2
User Guide.

Transferring data from EC2-compatible compute instances to
S3 buckets on the same Snowball Edge

You can transfer data between compute instances and Amazon S3 buckets on the same Snowball
Edge device. You do this by using the supported Amazon CLI commands and the appropriate
endpoints. For example, assume that you want to move data from a directory in my sbel.xlarge
instance into the Amazon S3 bucket, amzn-s3-demo-bucket on the same device. Assume that
you're using the Amazon S3 compatible storage on Snowball Edge endpoint https://S3-
object-API-endpoint:443. You use the following procedure.

To transfer data between a compute instance and a bucket on the same Snowball Edge

1. Use SSH to connect to your compute instance.

2. Download and install the Amazon CLI. If your instance doesn't already have the Amazon CLlI,
download and install it. For more information, see Installing the Amazon Command Line
Interface.

3. Configure the Amazon CLI on your compute instance to work with the Amazon S3 endpoint on
the Snowball Edge. For more information, see Getting and using local Amazon S3 credentials
on Snowball Edge.

4. Use the supported Amazon S3 compatible storage on Snowball Edge commands to transfer
data. For example:

aws s3 cp ~/june2018/results s3://amzn-s3-demo-bucket/june2018/results --recursive
--endpoint https://S3-object-API-endpoint:443
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Starting EC2-compatible instances automatically

The Snowball Edge Client is a standalone command line interface (CLI) application that you can
run in your environment. You can use it to perform some administrative tasks on your Snowball
Edge device or cluster of devices. For more information about how to use the Snowball Edge client,
including how to start and stop services with it, see Configuring and using the Snowball Edge
Client.

Following, you can find information about the Snowball Edge client commands that are specific to
compute instances, including examples of use.

For a list of Amazon EC2-compatible commands you can use on your Amazon Snowball Edge
device, see Supported Amazon EC2-compatible Amazon CLI commands on a Snowball Edge.

Creating an EC2-compatible launch configuration on a Snowball Edge

To automatically start Amazon EC2-compatible compute instances on your Amazon Snowball Edge
device after it is unlocked, you can create a launch configuration. To do so, use the snowballEdge
create-autostart-configuration command, as shown following.

Usage

snowballEdge create-autostart-configuration --physical-connector-type [SFP_PLUS or RJ45
or QSFP] --ip-address-assignment [DHCP or STATIC] [--static-ip-address-configuration
IpAddress=[IP address],NetMask=[Netmask]] --launch-template-id [--launch-template-
version]

Updating an EC2-compatible launch configuration on a Snowball Edge

To update an existing launch configuration on your Snowball Edge, use the snowballEdge
update-autostart-configuration command. You can find its usage following. To enable or
disable a launch configuration, specify the - -enabled parameter.

Usage

snowballEdge update-autostart-configuration --autostart-configuration-arn [--physical-
connector-type [SFP_PLUS or RJ45 or QSFP]] [--ip-address-assignment [DHCP or STATIC]]

[--static-ip-address-configuration IpAddress=[IP address],NetMask=[Netmask]][--launch-
template-id] [--launch-template-version] [--enabled]
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Deleting an EC2-compatible launch configuration on a Snowball Edge

To delete a launch configuration that's no longer in use, use the snowballEdge delete-
autostart-configuration command, as follows.

Usage

snowballEdge delete-autostart-configuration --autostart-configuration-arn

Listing EC2-compatible launch configurations on a Snowball Edge

To list the launch configurations that you have created on your Snowball Edge, use the describe-
autostart-configurations command, as follows.

Usage

snowballEdge describe-autostart-configurations

Creating a Virtual Network Interface on a Snowball Edge

To run a compute instance or start the NFS interface on a Snowball Edge, first create a Virtual
Network Interface (VNI). Each Snowball Edge has three network interfaces (NICs), the physical
network interface controllers for the device. These are the RJ45, SFP, and QSFP ports on the back
of the device.

Each VNI is based on a physical one, and you can have any number of VNI s associated with each
NIC. To create a virtual network interface, use the snowballEdge create-virtual-network-
interface command.

(® Note

The --static-ip-address-configuration parameter is valid only when using the
STATIC option for the --ip-address-assignment parameter.

Usage

You can use this command in two ways: with the Snowball Edge client configured, or without
the Snowball Edge client configured. The following usage example shows the method with the
Snowball Edge client configured.
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snowballEdge create-virtual-network-interface --ip-address-assignment [DHCP or STATIC]
--physical-network-interface-id [physical network interface id] --static-ip-address-
configuration IpAddress=[IP address],NetMask=[Netmask]

The following usage example shows the method without the Snowball Edge client configured.

snowballEdge create-virtual-network-interface --endpoint https://[ip address]
--manifest-file /path/to/manifest --unlock-code [unlock code] --ip-address-

assignment [DHCP or STATIC] --physical-network-interface-id [physical network interface
id] --static-ip-address-configuration IpAddress=[IP address],NetMask=[Netmask]

Example Example: Creating VNICs (Using DHCP)

snowballEdge create-virtual-network-interface --ip-address-assignment dhcp --physical-
network-interface-id s.ni-8EXAMPLEaEXAMPLEd
{
"VirtualNetworkInterface" : {

"VirtualNetworkInterfaceArn" : "arn:aws:snowball-device:::interface/
Ss.ni-8EXAMPLESEXAMPLET",

"PhysicalNetworkInterfaceId" : "s.ni-8EXAMPLEaEXAMPLEd",

"IpAddressAssignment" : "DHCP",

"IpAddress" : "192.0.2.0",

"Netmask" : "255.255.255.0",

"DefaultGateway" : "192.0.2.1",

"MacAddress" : "EX:AM:PL:E1:23:45",

"MtuSize" : "1500"

Describing Your Virtual Network Interfaces

To describe the VNICs that you previously created on your device, use the snowballEdge
describe-virtual-network-interfaces command. You can find its usage following.

Usage

You can use this command in two ways: with the Snowball Edge client configured, or without
the Snowball Edge client configured. The following usage example shows the method with the
Snowball Edge client configured.

snowballEdge describe-virtual-network-interfaces
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The following usage example shows the method without the Snowball Edge client configured.

snowballEdge describe-virtual-network-interfaces --endpoint https://[ip address] --
manifest-file /path/to/manifest --unlock-code [unlock code]

Example Example: Describing VNICs

snowballEdge describe-virtual-network-interfaces

L

"VirtualNetworkInterfaceArn" : "arn:aws:snowball-device:::interface/
s.ni-8EXAMPLES8EXAMPLES8",

"PhysicalNetworkInterfaceId" : "s.ni-8EXAMPLEaEXAMPLEd",

"IpAddressAssignment" : "DHCP",

"IpAddress" : "192.0.2.0",

"Netmask" : "255.255.255.0",

"DefaultGateway" : "192.0.2.1",

"MacAddress" : "EX:AM:PL:E1:23:45",

"MtuSize" : "1500"

1A

"VirtualNetworkInterfaceArn" : "arn:aws:snowball-device:::interface/
s.ni-1EXAMPLE1EXAMPLEL1",

"PhysicalNetworkInterfaceId" : "s.ni-8EXAMPLEaEXAMPLEd",

"IpAddressAssignment" : "DHCP",

"IpAddress" : "192.0.2.2",

"Netmask" : "255.255.255.0",

"DefaultGateway" : "192.0.2.1",

"MacAddress" : "12:34:5E:XA:MP:LE",

"MtuSize" : "1500"

Updating a Virtual Network Interface on a Snowball Edge

After creating a virtual network interface (VNI), you can update its configuration using the
snowballEdge update-virtual-network-interface command. After providing the Amazon
Resource Name (ARN) for a particular VNI, you provide values only for whatever elements you are
updating.

Usage
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You can use this command in two ways: with the Snowball Edge client configured, or without
the Snowball Edge client configured. The following usage example shows the method with the
Snowball Edge client configured.

snowballEdge update-virtual-network-interface --virtual-network-interface-arn [virtual
network-interface-arn] --ip-address-assignment [DHCP or STATIC] --physical-network-

interface-id [physical network interface id] --static-ip-address-configuration
IpAddress=[IP address],NetMask=[Netmask]

The following usage example shows the method without the Snowball Edge client configured.

snowballEdge update-virtual-network-interface --endpoint https://[ip address] --
manifest-file /path/to/manifest --unlock-code [unlock code] --virtual-network-
interface-arn [virtual network-interface-arn] --ip-address-assignment [DHCP or STATIC]

--physical-network-interface-id [physical network interface id] --static-ip-address-
configuration IpAddress=[IP address],NetMask=[Netmask]

Example Example: Updating a VNIC (Using DHCP)

snowballEdge update-virtual-network-interface --virtual-network-interface-arn
arn:aws:snowball-device:::interface/s.ni-8EXAMPLEbEXAMPLEd --ip-address-assignment
dhcp

Deleting a Virtual Network Interface on a Snowball Edge

To delete a virtual network interface (VNI), you can use the snowballEdge delete-virtual-
network-interface command.

Usage

You can use this command in two ways: with the Snowball Edge client configured, or without
the Snowball Edge client configured. The following usage example shows the method with the
Snowball Edge client configured.

snowballEdge delete-virtual-network-interface --virtual-network-interface-arn [virtual
network-interface-arn]

The following usage example shows the method without the Snowball Edge client configured.
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snowballEdge delete-virtual-network-interface --endpoint https://[ip address] --
manifest-file /path/to/manifest --unlock-code [unlock code] --virtual-network-
interface-arn [virtual network-interface-arn]

Example Example: Deleting a VNIC

snowballEdge delete-virtual-network-interface --virtual-network-interface-arn
arn:aws:snowball-device:::interface/s.ni-8EXAMPLEbEXAMPLEd

Using the Amazon EC2-compatible endpoint on a Snowball
Edge
Following, you can find an overview of the Amazon EC2-compatible endpoint. Using this endpoint,

you can manage your Amazon Machine Images (AMls) and compute instances programmatically
using Amazon EC2-compatible API operations.

Specifying the EC2-compatible endpoint as the Amazon CLI endpoint
on a Snowball Edge

When you use the Amazon CLI to issue a command to the Amazon Snowball Edge device, you can
specify that the endpoint is the Amazon EC2-compatible endpoint. You have the choice of using
the HTTPS endpoint, or an unsecured HTTP endpoint, as shown following.

HTTPS secured endpoint

aws ec2 describe-instances --endpoint https://192.0.2.0:8243 --ca-bundle path/to/
certificate

HTTP unsecured endpoint

aws ec2 describe-instances --endpoint http://192.0.2.0:8008

If you use the HTTPS endpoint of 8243, your data in transit is encrypted. This encryption is ensured
with a certificate that's generated by the Snowball Edge when it is unlocked. After you have your
certificate, you can save it to a local ca-bundle. pem file. Then you can configure your Amazon CLI
profile to include the path to your certificate, as described following.
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To associate your certificate with the Amazon EC2-compatible endpoint

1. Connect the Snowball Edge to power and network, and turn it on.

2. After the device has finished unlocking, make a note of its IP address on your local network.
3. From a terminal on your network, make sure you can ping the Snowball Edge.
4

Run the snowballEdge get-certificate command in your terminal. For more
information on this command, see Managing public key certificates on Snowball Edge.

5. Save the output of the snowballEdge get-certificate command to a file, for example
ca-bundle.pem.

6. Run the following command from your terminal.

aws configure set profile.snowballEdge.ca_bundle /path/to/ca-bundle.pem

After you complete the procedure, you can run CLI commands with these local credentials, your
certificate, and your specified endpoint.

Supported Amazon EC2-compatible Amazon CLI commands on a
Snowball Edge

You can manage your compute instances on a Snowball Edge device through an Amazon EC2-
compatible endpoint. This type of endpoint supports many of the Amazon EC2 CLI commands
and actions of the Amazon SDKs. For information about installing and setting up the Amazon CLI,
including specifying which Amazon Web Services Regions you want to make Amazon CLI calls
against, see the Amazon Command Line Interface User Guide.

List of supported EC2-compatible Amazon CLI commands on a Snowball Edge

Following, you can find a description of the subset of Amazon CLI commands and options for
Amazon EC2 that are supported on Snowball Edge devices. If a command or option isn't listed
following, it's not supported. You can declare some unsupported options along with a command.
However, these are ignored.

» associate-address — Associates a virtual IP address with an instance for use on one of the three
physical network interfaces on the device:

« --instance-id — The ID of a single sbe instance.

o --public-ip — The virtual IP address that you want to use to access your instance.
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« attach-volume - Attaches an Amazon EBS volume to a stopped or running instance on your
device and exposes it to the instance with the specified device name.

» --device value - The device name.
» --instance-id — The ID of a target Amazon EC2-compatible instance.
e --volume-id value - The ID of the EBS volume.

« authorize-security-group-egress — Adds one or more egress rules to a security group for use with

a Snowball Edge device. Specifically, this action permits instances to send traffic to one or more
destination IPv4 CIDR address ranges. For more information, see Controlling network traffic with

security groups on Snowball Edge.

« --group-id value - The ID of the security group
 [--ip-permissions value] — One or more sets of IP permissions.

« authorize-security-group-ingress — Adds one or more ingress rules to a security group. When

calling authorize-security-group-ingress, you must specify a value either for group-
name or group-id.

e [--group-name value] - The name of the security group.
 [--group-id value] - The ID of the security group
e [--ip-permissions value] — One or more sets of IP permissions.

o [--protocol value] The IP protocol. Possible values are tcp, udp, and icmp. The --port
argument is required unless the "all protocols" value is specified (-1).

e [--port value] - For TCP or UDP, the range of ports to allow. This value can be a single integer
or a range (minimum-maximum).

For ICMP, a single integer or a range (type-code) in which type represents the ICMP type
number and code represents the ICMP code number. A value of -1 indicates all ICMP codes for
all ICMP types. A value of -1 just for type indicates all ICMP codes for the specified ICMP type.

e [--cidr value] - The CIDR IP range.

» create-launch-template — Creates a launch template. A launch template contains the parameters

to launch an instance. When you launch an instance using RunInstances, you can specify a
launch template instead of providing the launch parameters in the request. You can create up to
100 templates per device.

« --launch-template-name string - A name for the launch template.

« --launch-template-data structure - The information for the launch template. The following

attributes are supported:
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« Imageld

« InstanceType

SecurityGrouplIds

TagSpecifications

UserData

JSON syntax:

"ImageId":"string",

"InstanceType":"sbe-c.large",

"SecurityGroupIds":["string", ...],

"TagSpecifications":[{"ResourceType":"instance", "Tags":
[{"Key":"Name", "Value":"Test"},

{"Key":"Stack","Value":"Gamma"}]}],

"UserData":"this is my user data"

[--version-description string] — A description for the first version of the launch template.

--endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

» create-launch-template-version — Creates a new version for a launch template. You can specify

an existing version of a launch template from which to base the new version. Launch template

versions are numbered in the order in which they are created. You can't specify, change, or

replace the numbering of launch template versions. You can create up to 100 versions of each

launch template.

Specify either the launch template ID or launch template name in the request.

--launch-template-id string - The ID of the launch template.

--launch-template-name string - A name for the launch template.

--launch-template-data structure - The information for the launch template. The following

attributes are supported:
e Imageld

e InstanceType
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e SecurityGrouplds
e TagSpecifications

e UserData

JSON syntax:

"ImageId":"string",

"InstanceType":"sbe-c.large",

"SecurityGroupIds":["string", ...],

"TagSpecifications":[{"ResourceType":"instance", "Tags":
[{"Key":"Name", "Value":"Test"},

{"Key":"Stack","Value":"Gamma"3}]}],

"UserData":"this is my user data"

 [--source-version string] — The version number of the launch template on which to base
the new version. The new version inherits the same launch parameters as the source version,
except for parameters that you specify in launch-template-data.

« [--version-description string] — A description for the first version of the launch template.

« --endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

« create-tags — Adds or overwrites one or more tags for the specified resource. Each resource can
have a maximum of 50 tags. Each tag consists of a key and optional value. Tag keys must be
unique for a resource. The following resources are supported:

« AM|

Instance

Launch template

Security group

Key pair

» create-security-group — Creates a security group on your Snowball Edge. You can create up to 50

security groups. When you create a security group, you specify a friendly name of your choice:

« --group-name value - The name of the security group.
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» --description value — A description of the security group. This is informational only. This value
can be up to 255 characters in length.

» create-volume - Creates an Amazon EBS volume that can be attached to an instance on your
device.

[--size value] — The size of the volume in GiBs, which can be from 1 GiB to 1 TB (1000 GiBs).

[--snapshot-id value] — The snapshot from which to create the volume.

[--volume-type value] — The volume type. If no value is specified, the default is sbgl.
Possible values include the following:

« sbgl for magnetic volumes

» sbpl for SSD volumes

[--tag-specification value] — A list of tags to apply to the volume during creation.

» delete-launch-template — Deletes a launch template. Deleting a launch template deletes all of its

versions.

Specify either the launch template ID or launch template name in the request.
« --launch-template-id string - The ID of the launch template.
e --launch-template-name string - A name for the launch template.

» --endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

» delete-launch-template-version — Deletes one or more versions of a launch template. You can't
delete the default version of a launch template; you must first assign a different version as
the default. If the default version is the only version for the launch template, delete the entire
launch template by using the delete-launch-template command.

Specify either the launch template ID or launch template name in the request.
e --launch-template-id string - The ID of the launch template.
e --launch-template-name string - A name for the launch template.

« —-versions (list) "string" "string" - The version numbers of one or more launch template
versions to delete.

« --endpoint snowballEndpoint - A value that enables you to manage your compute

instances programmatically using Amazon EC2-compatible API operations. For more
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information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

» delete-security-group — Deletes a security group.

If you attempt to delete a security group that is associated with an instance, or is referenced by
another security group, the operation fails with DependencyViolation.

« --group-name value - The name of the security group.

» --description value — A description of the security group. This is informational only. This value
can be up to 255 characters in length.

« delete-tags — Deletes the specified set of tags from the specified resource (AMI, compute
instance, launch template, or security group).

« delete-volume - Deletes the specified Amazon EBS volume. The volume must be in the
available state (not attached to an instance).

e --volume-id value — The ID of the volume.

» describe-addresses — Describes one or more of your virtual IP addresses associated with the same

number of sbe instances on your device.
o —-public-ips — One or more of the virtual IP addresses associated with your instances.

» describe-images — Describes one or more of the images (AMiIs) available to you. Images available
to you are added to the Snowball Edge device during job creation.

« --image-id — The Snowball AMI ID of the AMI.

» describe-instance-attribute — Describes the specified attribute of the specified instance. You can

specify only one attribute at a time. The following attributes are supported:
o instanceInitiatedShutdownBehavior

« instanceType

e userData

» describe-instances — Describes one or more of your instances. The response returns any security

groups that are assigned to the instances.
» --instance-ids — The IDs of one or more sbe instances that were stopped on the device.

» --page-size — The size of each page to get in the call. This value doesn't affect the number
of items returned in the command's output. Setting a smaller page size results in more calls
to the device, retrieving fewer items in each call. Doing this can help prevent the calls from
timing out.
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» --max-items — The total number of items to return in the command's output. If the total
number of items available is more than the value specified, Next Token is provided in the
command's output. To resume pagination, provide the NextToken value in the starting-
token argument of a subsequent command.

» --starting-token — A token to specify where to start paginating. This token is the NextToken
value from a previously truncated response.

» describe-instance-status — Describes the status of the specified instances or all of your instances.
By default, only running instances are described, unless you specifically indicate to return the

status of all instances. Instance status includes the following components:

« Status checks — Snow device performs status checks on running Amazon EC2-compatible
instances to identify hardware and software issues.

« Instance state — You can manage your instances from the moment you launch them through
their termination.

With this command following filters are supported.

e [--filters] (list)

The filters.

« instance-state-code - The code for the instance state, as a 16-bit unsigned integer.
The high byte is used for internal service reporting purposes and should be ignored. The low
byte is set based on the state represented. The valid values are 0 (pending), 16 (running), 32
(shutting-down), 48 (terminated), 64 (stopping), and 80 (stopped).

« instance-state-name - The state of the instance (pending | running | shutting-
down | terminated | stopping | stopped).

« instance-status.reachability - Filters on instance status where the name is
reachability (passed| failed|initializing|insufficient-data).

e instance-status.status - The status of the instance (ok | impaired | initializing |
insufficient-data|not-applicable).

« system-status.reachability - Filters on system status where the name is reachability
(passed| failed | initializing|insufficient-data).

« system-status.status - The system status of the instance (ok | impaired |
initializing|insufficient-data|not-applicable).

« JSON Syntax:
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"Name": "string",
"Values": ["string", ...]

« [--instance-ids] (list)
The instance IDs.

Default: Describes all of your instances.

e [--dry-run|--no-dry-run] (boolean)

Checks whether you have the required permissions for the action, without actually making
the request, and provides an error response. If you have the required permissions, the error
response is DtyRunOperation.

Otherwise, it is UnauthorizedOperation.

e [--include-all-instances | --no-include-all-instances] (boolean)

When true, includes the health status for all instances. When false, includes the health
status for running instances only.

Default: false

« [--page-size] (integer) — The size of each page to get in the call. This value doesn't affect
the number of items returned in the command's output. Setting a smaller page size results in
more calls to the device, retrieving fewer items in each call. Doing this can help prevent the
calls from timing out.

e [--max-items] (integer) — The total number of items to return in the command's output. If
the total number of items available is more than the value specified, NextToken is provided
in the command's output. To resume pagination, provide the NextToken value in the
starting-token argument of a subsequent command.

o [--starting-token] (string) — A token to specify where to start paginating. This token is
the NextToken value from a previously truncated response.
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» describe-launch-templates — Describes one or more launch templates. The describe-launch-

templates command is a paginated operation. You can make multiple calls to retrieve the
entire dataset of results.

Specify either the launch template IDs or launch template names in the request.
» --launch-template-ids (list) "string" "string" - A list of IDs of the launch templates.

« --launch-template-names (list) "string" "string" - A list of names for the launch
templates.

» --page-size — The size of each page to get in the call. This value doesn't affect the number
of items returned in the command's output. Setting a smaller page size results in more calls
to the device, retrieving fewer items in each call. Doing this can help prevent the calls from
timing out.

» --max-items — The total number of items to return in the command's output. If the total
number of items available is more than the value specified, NextToken is provided in the
command's output. To resume pagination, provide the NextToken value in the starting-
token argument of a subsequent command.

» --starting-token - A token to specify where to start paginating. This token is the NextToken
value from a previously truncated response.

« --endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

» describe-launch-template-versions — Describes one or more versions of a specified launch

template. You can describe all versions, individual versions, or a range of versions. The
describe-launch-template-versions command is a paginated operation. You can make
multiple calls to retrieve the entire dataset of results.

Specify either the launch template IDs or launch template names in the request.
e --launch-template-id string - The ID of the launch template.
e --launch-template-name string - A name for the launch template.

o [--versions (list) "string" "string"]- The version numbers of one or more launch
template versions to delete.

e [--min-version string] — The version number after which to describe launch template
versions.
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e [--max-version string] — The version number up to which to describe launch template
versions.

» --page-size — The size of each page to get in the call. This value doesn't affect the number
of items returned in the command's output. Setting a smaller page size results in more calls
to the device, retrieving fewer items in each call. Doing this can help prevent the calls from
timing out.

» --max-items — The total number of items to return in the command's output. If the total
number of items available is more than the value specified, NextToken is provided in the
command's output. To resume pagination, provide the NextToken value in the starting-
token argument of a subsequent command.

« --starting-token - A token to specify where to start paginating. This token is the NextToken
value from a previously truncated response.

« --endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

« describe-security-groups — Describes one or more of your security groups.

The describe-security-groups command is a paginated operation. You can issue multiple
API calls to retrieve the entire dataset of results.

e [--group-name value] - The name of the security group.
e [--group-id value] — The ID of the security group.

» [--page-size value] - The size of each page to get in the Amazon service call. This size doesn't
affect the number of items returned in the command's output. Setting a smaller page size
results in more calls to the Amazon service, retrieving fewer items in each call. This approach
can help prevent the Amazon service calls from timing out. For usage examples, see Pagination
in the Amazon Command Line Interface User Guide.

e [--max-items value] — The total number of items to return in the command's output. If the
total number of items available is more than the value specified, NextToken is provided in the
command's output. To resume pagination, provide the NextToken value in the starting-
token argument of a subsequent command. Don't use the NextToken response element
directly outside of the Amazon CLI. For usage examples, see Pagination in the Amazon
Command Line Interface User Guide.
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» [--starting-token value] — A token to specify where to start paginating. This token is the
NextToken value from a previously truncated response. For usage examples, see Pagination in
the Amazon Command Line Interface User Guide.

» describe-tags — Describes one or more of the tags for specified resource (image, instance, or
security group). With this command, the following filters are supported:

launch-template

resource-id

resource-type — image or instance

o key

value

» describe-volumes — Describes the specified Amazon EBS volumes.

e [--max-items value] - The total number of items to return in the command's output. If the
total number of items available is more than the value specified, NextToken is provided in the
command's output. To resume pagination, provide the NextToken value in the starting-
token argument of a subsequent command.

« [--starting-token value] - A token to specify where to start paginating. This token is the
NextToken value from a previously truncated response.

e [--volume-ids value] — One or more volume IDs.

» detach-volume — Detaches an Amazon EBS volume from a stopped or running instance.

e [--device value] — The device name.
o [--instance-id] — The ID of a target Amazon EC2 instance.
e --volume-id value — The ID of the volume.

« disassociate-address — Disassociates a virtual IP address from the instance it's associated with.

o —-public-ip — The virtual IP address that you want to disassociate from your instance.

» get-launch-template-data — Retrieves the configuration data of the specified instance. You can
use this data to create a launch template.

« —-instance-id — The ID of a single sbe instance.

« --endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.
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« modify-launch-template — Modifies a launch template. You can specify which version of the

launch template to set as the default version. When you launch an instance without specifying a
launch template version, the default version of the launch template applies.

Specify either the launch template ID or launch template name in the request.

--launch-template-id string - The ID of the launch template.
--launch-template-name string — A name for the launch template.

--default-version string — The version number of the launch template to set as the default
version.

--endpoint snowballEndpoint - A value that enables you to manage your compute
instances programmatically using Amazon EC2-compatible API operations. For more
information, see Specifying the EC2-compatible endpoint as the Amazon CLI endpoint on a

Snowball Edge.

« modify-instance-attribute — Modifies an attribute of the specified instance. The following

attributes are supported:

instanceInitiatedShutdownBehavior

userData

 revoke-security-group-egress — Removes one or more egress rules from a security group:

[--group-id value] - The ID of the security group

[--ip-permissions value] — One or more sets of IP permissions.

 revoke-security-group-ingress — Revokes one or more ingress rules to a security group. When

calling revoke-security-group-ingress, you must specify a value for either group-name

or group-id.

[--group-name value] - The name of the security group.
[--group-id value] — The ID of the security group.
[--ip-permissions value] — One or more sets of IP permissions.

[--protocol value] The IP protocol. Possible values are tcp, udp, and icmp. The --port
argument is required unless the "all protocols" value is specified (-1).

[--port value] — For TCP or UDP, the range of ports to allow. A single integer or a range
(minimum-maximum).

For ICMP, a single integer or a range (type-code) in which type represents the ICMP type
number and code represents the ICMP code number. A value of -1 indicates all ICMP codes for
all ICMP types. A value of -1 just for type indicates all ICMP codes for the specified ICMP type.
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e [--cidr value] - The CIDR IP range.

 run-instances — Launches a number of compute instances by using a Snowball AMI ID for an AMI.

(® Note

It can take up to an hour and a half to launch a compute instance on a Snowball Edge,
depending on the size and type of the instance.

o [--block-device-mappings (1ist)] - The block device mapping entries. The parameters
DeleteOnTermination, VolumeSize, and VolumeType are supported. Boot volumes must
be type sbgl.

The JSON syntax for this command is as follows.

{
"DeviceName": "/dev/sdh",
"Ebs":
{
"DeleteOnTermination": true|false,
"VolumeSize": 100,
"VolumeType": "sbpl"|"sbgl"
}
}

« --count — Number of instances to launch. If a single number is provided, it is assumed to be
the minimum to launch (defaults to 1). If a range is provided in the form min:max, then the
first number is interpreted as the minimum number of instances to launch and the second is
interpreted as the maximum number of instances to launch.

« —-image-id — The Snowball AMI ID of the AMI, which you can get by calling describe-images.
An AMI is required to launch an instance.

» --InstancelnitiatedShutdownBehavior — By default, when you initiate a shutdown from your
instance (using a command such as shutdown or poweroff), the instance stops. You can
change this behavior so that it terminates instead. The parameters stop and terminate are
supported. The default is stop. For more information, see Changing the instance initiated

shutdown behavior in the Amazon EC2 User Guide for Linux Instances.

« --instance-type — The sbe instance type.
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--launch-template structure - The launch template to use to launch the instances. Any
parameters that you specify in the run-instances command override the same parameters
in the launch template. You can specify either the name or ID of a launch template, but not
both.

{
"LaunchTemplateId": "string",
"LaunchTemplateName": "string",
"Version": "string"

}

--security-group-ids — One or more security group IDs. You can create a security group using
CreateSecurityGroup. If no value is provided, the ID for the default security group is assigned
to created instances.

--tag-specifications — The tags to apply to the resources during launch. You can only tag
instances on launch. The specified tags are applied to all instances that are created during
launch. To tag a resource after it has been created, use create-tags.

--user-data — The user data to make available to the instance. If you are using the Amazon CLI,
base64-encoding is performed for you, and you can load the text from a file. Otherwise, you
must provide base64-encoded text.

--key-name (string) — The name of the key pair. You can create a key pair using
CreateKeyPair or ImportKeyPair.

/A Warning

If you don't specify a key pair, you can't connect to the instance unless you choose an
AMI that is configured to allow users another way to log in.

 start-instances — Starts an sbe instance that you've previously stopped. All resources attached to

the instance persist through starts and stops, but are erased if the instance is terminated.

--instance-ids — The IDs of one or more sbe instances that were stopped on the device.

» stop-instances — Stops an sbe instance that is running. All resources attached to the instance

persist through starts and stops, but are erased if the instance is terminated.

--instance-ids — The IDs of one or more sbe instances to be stopped on the device.
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« terminate-instances — Shuts down one or more instances. This operation is idempotent; if you
terminate an instance more than once, each call succeeds. All resources attached to the instance
persist through starts and stops, but data is erased if the instance is terminated.

® Note

By default, when you use a command like shutdown or poweroff to initiate

a shutdown from your instance, the instance stops. However, you can use the
InstancelnitiatedShutdownBehavior attribute to change this behavior so that
these commands terminate your instance. For more information, see Changing the

instance initiated shutdown behavior in the Amazon EC2 User Guide for Linux Instances.

e --instance-ids — The IDs of one or more sbe instances to be terminated on the device. All
associated data stored for those instances will be lost.

» create-key-pair — Creates a 2048-bit RSA key pair with the specified name. Amazon EC2 stores

the public key and displays the private key for you to save to a file. The private key is returned
as an unencrypted PEM-encoded PKCS#1 private key. If a key with the specified name already
exists, Amazon EC2 returns an error.

» --key-name (string) — A unique name for the key pair.

Constraints: Up to 255 ASCII characters.

» [--tag-specifications] (list) — The tags to apply to the new key pair.

{
"ResourceType": "image"|"instance"|"key-pair"|"launch-template"|"security-group",
"Tags": [
{
"Key": "string",
"Value": "string"
}
]
}

o import-key-pair —

» --key-name (string) — A unique name for the key pair.
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Constraints: Up to 255 ASCII characters.

o --public-key-material (blob) — The public key. For API calls, the text must be base64-encoded.
For command line tools, base64-encoding is performed for you.

» [--tag-specifications] (list) — The tags to apply to the new key pair.

{
"ResourceType": "image"|"instance"|"key-pair"|"launch-template"|"security-group",
"Tags": [
{
"Key": "string",
"Value": "string"
}
]
}

o describe-key-pairs -

[--filters] (list) — The filters.
 key-pair-id — The ID of the key pair.
» key-name - The name of the key pair.

» tag-key — The key of a tag assigned to the resource. Use this filter to find all resources assigned
a tag with a specific key, regardless of the tag value.

» [--tag-specifications] (list) — The tags to apply to the new key pair.

» tag :key — The key/value combination of a tag assigned to the resource. Use the tag key in the
filter name and the tag value as the filter value. For example, to find all resources that have
a tag with the key Owner and the value Team A, specify tag:0Owner for the filter name and
Team A for the filter value.

"Name": "string",
"Values": ["string", ...]

o [--key-names] (list) — The key pair names.

Default: Describes all your key pairs.
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o [--key-pair-ids] (list) — The IDs of the key pairs.
» delete-key-pair —

« [--key-name] (string) — The name of the key pair.
o [--key-pair-id] (string) — The ID of the key pair.

Supported Amazon EC2-compatible APl operations on a Snowball Edge

Following, you can find Amazon EC2-compatible APl operations that you can use with a Snowball
Edge, with links to their descriptions in the Amazon EC2 API Reference. Amazon EC2-compatible API
calls require Signature Version 4 (SigV4) signing. If you're using the Amazon CLI or an Amazon SDK
to make these API calls, the SigV4 signing is handled for you. Otherwise, you need to implement
your own SigV4 signing solution. For more information, see Getting and using local Amazon S3
credentials on Snowball Edge.

« AssociateAddress — Associates an Elastic IP address with an instance or a network interface.

« AttachVolume - The following request parameters are supported:

e Device
e Instanceld
e VolumeId

» AuthorizeSecurityGroupEgress — Adds one or more egress rules to a security group for use with

a Snowball Edge device. Specifically, this action permits instances to send traffic to one or more
destination IPv4 CIDR address ranges.

» AuthorizeSecurityGrouplngress — Adds one or more ingress rules to a security group. When

calling AuthorizeSecurityGrouplngress, you must specify a value either for GroupName or
GroupId.

» CreateVolume - The following request parameters are supported:

SnapshotId

Size

VolumeType

TagSpecification.N

o CreateLaunchTemplate — The following request parameters are supported:

« Imageld

« InstanceType
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e SecurityGrouplIds
e TagSpecifications
e UserData

o CreateLaunchTemplateVersion

« CreateTags - The following request parameters are supported:
 AMI
e Instance
e Launch template
 Security group

» CreateSecurityGroup — Creates a security group on your Snowball Edge. You can create up to 50

security groups. When you create a security group, you specify a friendly name of your choice.

o DeleteLaunchTemplate

o DeleteLaunchTemplateVersions

» DeleteSecurityGroup — Deletes a security group. If you attempt to delete a security group that is

associated with an instance, or is referenced by another security group, the operation fails with
DependencyViolation.

« DeleteTags — Deletes the specified set of tags from the specified set of resources.
» DeleteVolume - The following request parameters are supported:

e« Volumeld

o DescribeAddresses

» Describelmages

» DescribelnstanceAttribute — The following attributes are supported:

 instanceType
e userData

« DescribelnstanceStatus

o DescribeLaunchTemplates

o DescribeLaunchTemplateVersions

« Describelnstances

o DescribeSecurityGroups — Describes one or more of your security groups.

DescribeSecurityGroups is a paginated operation. You can issue multiple API calls to
retrieve the entire dataset of results.
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» DescribeTags — With this command, the following filters are supported:
e Tesource-id
« resource-type — AMI or compute instance only
. key
« value

» DescribeVolume - The following request parameters are supported:

e MaxResults
« NextToken
e VolumeId.N

« DetachVolume - The following request parameters are supported:

e Device
e Instanceld
e Volumeld

o DisassociateAddress

o GetLaunchTemplateData

» ModifyLaunchTemplate

« ModifylnstanceAttribute — Only the userData attribute is supported.

» RevokeSecurityGroupEgress — Removes one or more egress rules from a security group.

» RevokeSecurityGrouplngress — Revokes one or more ingress rules to a security group. When

calling RevokeSecurityGrouplngress, you must specify a value either for group-name or group-
id.

¢ Runlnstances -

(® Note

It can take up to an hour and a half to launch a compute instance on a Snowball Edge,
depending on the size and type of the instance.

o Startlnstances

» Stoplnstances — Resources associated with a stopped instance persist. You can terminate the

instance to free up these resources. However, any associated data is deleted.

« Terminatelnstances
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Autostarting EC2-compatible instances with launch templates
on a Snowball Edge

You can automatically start your Amazon EC2-compatible instances on your Amazon Snowball
Edge device using launch templates and Snowball Edge client launch configuration commands.

A launch template contains the configuration information necessary to create an Amazon EC2-
compatible instance on your Snowball Edge. You can use a launch template to store launch
parameters so you don't have to specify them every time that you start an EC2-compatible
instance on your Snowball Edge.

When you use autostart configurations on your Snowball Edge, you configure the parameters
that you want your Amazon EC2-compatible instance to start with. After your Snowball Edge
is configured, when you reboot and unlock it, it uses your autostart configuration to launch
an instance with the parameters that you specified. If an instance that you launched using an
autostart configuration is stopped, the instance starts running when you unlock your device.

(@ Note

After you first configure an autostart configuration, restart your device to launch it. All
subsequent instance launches (after planned or unplanned reboots) happen automatically
after your device is unlocked.

A launch template can specify the Amazon Machine Image (AMI) ID, instance type, user data,
security groups, and tags for an Amazon EC2-compatible instance when you launch that instance.
For a list of supported instance types, see Quotas for compute instances on a Snowball Edge
device.

To automatically launch EC2-compatible instances on your Snowball Edge, take the following
steps:

1. When you order your Amazon Snowball Edge device, create a job to order a Snowball Edge
device with compute instances. For more information, see Creating a job to order a Snowball

Edge.
2. After receiving your Snowball Edge, unlock it.

3. Use the EC2-compatible APl command aws ec2 create-launch-template to createa
launch template.
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4. Use the Snowball Edge client command snowballEdge create-autostart-
configuration to bind your EC2-compatible instance launch template to your network
configuration. For more information, see Creating an EC2-compatible launch configuration on a
Snowball Edge.

5. Reboot, then unlock your device. Your EC2-compatible instances are automatically started
using the attributes specified in your launch template and your Snowball Edge client command
create-autostart-configuration.

To view the status of your running instances, use the EC2-compatible API command describe-
autostart-configurations.

(® Note

There is no console or job management API for Amazon Snowball Edge support for
launch templates. You use EC2-compatible and Snowball Edge client CLI commands to
automatically start EC2-compatible instances on your Amazon Snowball Edge device.

Using Instance Metadata Service for Snow with Amazon EC2-
compatible instances on a Snowball Edge

IMDS for Snow provides Instance Metadata Service (IMDS) for Amazon EC2-compatible instances
on Snow. Instance metadata is categories of information about instances. It includes categories
such as host name, events, and security groups. Using IMDS for Snow, you can use instance
metadata to access user data that you specified when launching your Amazon EC2-compatible
instance. For example, you can use IMDS for Snow to specify parameters for configuring your
instance, or include these parameters in a simple script. You can build generic AMIs and use user
data to modify the configuration files supplied at launch time.

To learn about instance metadata and user data and Snow EC2-compatible instances, see
Supported Instance Metadata and User Data in this guide.

/A Important

Although you can only access instance metadata and user data from within the instance
itself, the data is not protected by authentication or cryptographic methods. Anyone who
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has direct access to the instance, and potentially any software running on the instance,
can view its metadata. Therefore, you should not store sensitive data, such as passwords or
long-lived encryption keys, as user data.

(® Note

The examples in this section use the IPv4 address of the instance metadata service:
169.254.169.254. We do not support the retrieval of instance metadata using the link-local
IPv6 address.

Topics

« IMDS versions on a Snowball Edge

« Examples of retrieving instance metadata using IMDSv1 and IMDSv2 on a Snowball Edge

IMDS versions on a Snowball Edge

You can access instance metadata from a running instance using IMDS version 2 or IMDS version 1:

» Instance Metadata Service version 2 (IMDSv2), a session-oriented method

« Instance Metadata Service version 1 (IMDSv1), a request-response method

Depending on the version of your Snow software, you can use IMDSv1, IMDSv2, or both. This also
depends on the type of AMI running in the EC2-compatible instance. Some AMls, such as those
running Ubuntu 20.04, require IMDSv2. The instance metadata service distinguishes between
IMDSv1 and IMDSv2 requests based on the presence of PUT or GET headers. IMDSv2 uses both of
these headers. IMDSv1 uses only the GET header.

Amazon encourages the use of IMDSv2 rather than IMDSv1 because IMDSv2 includes higher
security. For more information, see Add defense in depth against open firewalls, reverse proxies,

and SSRF vulnerabilities with enhancements to the EC2 Instance Metadata Service.

IMDSv2 on a Snowball Edge

When you use IMDSv2 to request instance metadata, the request must follow these rules:
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1. Use a PUT request to initiate a session to the instance metadata service. The PUT request returns
a session token that must be included in subsequent GET requests to the instance metadata
service. The session token that defines the session duration. Session duration can be a minimum

of one second and a maximum of six hours. During this duration, you can use the same session

token for subsequent requests. After this duration expires, you must create a new session token
for future requests. The token is required to access metadata using IMDSv2.

2. Include the token in all GET requests to the instance metadata service.

a.

The token is an instance-specific key. The token is not valid on other EC2-compatible
instances and will be rejected if you attempt to use it outside of the instance on which it was
generated.

. The PUT request must include a header that specifies the time to live (TTL) for the token,

in seconds, up to a maximum of six hours (21,600 seconds). The token represents a logical
session. The TTL specifies the length of time that the token is valid and, therefore, the
duration of the session.

After a token expires, to continue accessing instance metadata, you must create a new session
using another PUT request.

. You can choose to reuse a token or create a new token with every request. For a small number

of requests, it might be easier to generate and immediately use a token each time you need
to access the instance metadata service. But for efficiency, you can specify a longer duration
for the token and reuse it rather than having to write a PUT request every time you need to
request instance metadata. There is no practical limit on the number of concurrent tokens,
each representing its own session.

HTTP GET and HEAD methods are allowed in IMDSv2 instance metadata requests. PUT requests are

rejected if they contain an X-Forwarded-For header.

By default, the response to PUT requests has a response hop limit (time to live) of 1 at the IP
protocol level. IMDS for Snow does not have ability to modify the hop limit on PUT responses.

The following example uses a Linux shell script and IMDSv2 to retrieve the top-level instance
metadata items. This example:

1. Creates a session token lasting six hours (21,600 seconds) using the PUT request.

2. Stores the session token header in a variable named TOKEN.

3. Requests the top-level metadata items using the token.
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Use two commands to generate the EC2-compatible token. You can run the commands seperately
or as one command.

First, generate a token using the following command.

® Note

X-aws-ec2-metadata-token-ttl-seconds is a required header. If this header is not
included, you will receive an 400 - Missing or Invalid Parameters error code.

[ec2-user ~]$ TOKEN=curl -X PUT "http://169.254.169.254/1latest/api/token" -H "X-
aws-ec2-metadata-token-ttl-seconds: 21600"

Then, use the token to generate top-level metadata items using the following command.

[ec2-user ~]$ curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/
latest/meta-data/

(® Note

If there is an error in creating the token, an error message is stored in the variable instead
of a valid token and the command will not work.

You can store the token and combine the commands. The following example combines the above
two commands and stores the session token header in a variable named TOKEN.

Example of combined commands

[ec2-user ~]$ TOKEN=curl -X PUT "http://169.254.169.254/1latest/api/token" -H "X-
aws-ec2-metadata-token-ttl-seconds: 21600" \

&& curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/1atest/
meta-data/
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After you've created a token, you can reuse it until it expires. The following example command gets
the ID of the AMI used to launch the instance and stores it in the $TOKEN created in the previous
example.

Example of reusing a token

[ec2-user ~]1$ curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/
latest/meta-data/ami-id

IMDSv1 on a Snowball Edge

IMDSv1 uses the request-response model. To request instance metadata, you send a GET request to
the instance metadata service.

[ec2-user ~]$ curl http://169.254.169.254/latest/meta-data/

Your instance metadata is available from your running instance, so you do not need to use Amazon
EC2 console or the Amazon CLI to access it. This can be helpful when you're writing scripts to run
from your instance. For example, you can access the local IP address of your instance from instance
metadata to manage a connection to an external application. Instance metadata is divided into
categories. For a description of each instance metadata category, see Supported Instance Metadata
and User Data in this guide.

To view all categories of instance metadata from within a running instance, use the following IPv4
URI:

http://169.254.169.254/1atest/meta-data/

The IP addresses are link-local addresses and are valid only from the instance. For more
information, see Link-local address on Wikipedia.

All instance metadata is returned as text (HTTP content type text/plain).

A request for a specific metadata resource returns the appropriate value, or an 404 - Not Found
HTTP error code, if the resource is not available.
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A request for a general metadata resource (when the URI ends with a / character) returns a list of
available resources, or an 404 - Not Found HTTP error code if there is no such resource. The list
items are on separate lines, terminated by line feeds (ASCII character code 10).

For requests made using IMDSv1, the following HTTP error codes can be returned:

» 400 - Missing or Invalid Parameters — The PUT request is not valid.

e 401 - Unauthorized — The GET request uses an invalid token. The recommended action is to
generate a new token.

» 403 - Forbidden — The request is not allowed or the instance metadata service is turned off.

Examples of retrieving instance metadata using IMDSv1 and IMDSv2 on
a Snowball Edge

The following examples provide commands that you can use on a Linux instance.
Example of getting the available versions of the instance metadata

This example gets the available versions of the instance metadata. Each version refers to an
instance metadata build when new instance metadata categories were released. The earlier
versions are available to you in case you have scripts that rely on the structure and information
present in a previous version.

IMDSv2

[ec2-user ~]$ TOKEN='curl -X PUT "http://169.254.169.254/1latest/api/token" -H
"X-aws-ec2-metadata-token-ttl-seconds: 21600"" && curl -H "X-aws-ec2-metadata-token:
$TOKEN" -v http://169.254.169.254/

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

100 56 100 56 0 0 3733 0 ——le-i--
—-i==il-= --i--:!-- 3733

L Trying 169.254.169.254. ..

* TCP_NODELAY set

* Connected to 169.254.169.254 (169.254.169.254) port 80 (#0)
GET / HTTP/1.1

Host: 169.254.169.254

User-Agent: curl/7.61.1

Accept: */*

vV V V V
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> X-aws-ec2-metadata-token:
MDAXcXNFLbAwJIIYx8KzgNckcHTdxT4Tt69TzpKEXIXKTULHIQnFEtXvD
>
* HTTP 1.0, assume close after body
HTTP/1.0 200 OK
Date: Mon, 12 Sep 2022 21:58:03 GMT
Content-Length: 274
Content-Type: text/plain
Server: EC2ws

R A A AN AN AN A

.0
2007-01-19
2007-03-01
2007-08-29
2007-10-10
2007-12-15
2008-02-01
2008-09-01
2009-04-04
2011-01-01
2011-05-01
2012-01-12
2014-02-25
2014-11-05
2015-10-20
2016-04-19
2016-06-30
2016-09-02
2018-03-28
2018-08-17
2018-09-24
2019-10-01
2020-10-27
2021-01-03
2021-03-23
* Closing connection @

IMDSv1

[ec2-user ~]$ curl http://169.254.169.254/
1.0
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2007-01-19
2007-03-01
2007-08-29
2007-10-10
2007-12-15
2008-02-01
2008-09-01
2009-04-04
2011-01-01
2011-05-01
2012-01-12
2014-02-25
2014-11-05
2015-10-20
2016-04-19
2016-06-30
2016-09-02
2018-03-28
2018-08-17
2018-09-24
2019-10-01
2020-10-27
2021-01-03
2021-03-23
latest

Example of getting the top-level metadata items

This example gets the top-level metadata items. For information on top-level metadata items, see
Supported Instance Metadata and User Data in this guide.

IMDSv2

[ec2-user ~]$ TOKEN="curl -X PUT "http://169.254.169.254/1latest/api/token" -H
"X-aws-ec2-metadata-token-ttl-seconds: 21600""° && curl -H "X-aws-ec2-metadata-token:
$TOKEN" -v http://169.254.169.254/1latest/meta-data/

ami-id

hostname

instance-id

instance-type

local-hostname

Examples of retrieving instance metadata using IMDSV1 and IMDSv2 258


https://docs.amazonaws.cn/snowball/latest/developer-guide/edge-compute-instance-metadata.html

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

local-ipv4

mac

network/
reservation-id
security-groups

IMDSv1

[ec2-user ~]$ curl http://169.254.169.254/1latest/meta-data/
ami-id

hostname
instance-id
instance-type
local-hostname
local-ipv4

mac

network/
reservation-id
security-groups

Example of getting values of top-level metadata

The following examples get the values of some of the top-level metadata items that were obtained
in the preceding example. The IMDSv2 requests use the stored token that was created in the
preceding example command, assuming it has not expired.

ami-id IMDSv2

curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/latest/meta-
data/ami-id ami-Qabcdef1234567890

ami-id IMDSv1

curl http://169.254.169.254/1atest/meta-data/ami-id ami-0@abcdef1234567890
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reservation-id IMDSv2

[ec2-user ~]$ curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/
latest/meta-data/reservation-id r-0@efghijk987654321

reservation-id IMDSv1

[ec2-user ~]$ curl http://169.254.169.254/1latest/meta-data/reservation-id \
r-0efghijk987654321

local-hostname IMDSv2

[ec2-user ~]1$ curl -H "X-aws-ec2-metadata-token: $TOKEN" -v http://169.254.169.254/
latest/meta-data/local-hostname ip-00-000-00-00

local-hostname IMDSv1

[ec2-user ~]$ curl http://169.254.169.254/1latest/meta-data/local-hostname
ip-00-000-00-00

Using block storage with Amazon EC2-compatible instances on
Snowball Edge

With block storage on Snowball Edge, you can add or remove block storage based on the needs of
your applications. Volumes that are attached to an Amazon EC2-compatible instance are exposed
as storage volumes that persist independently from the life of the instance. You can manage block
storage using the familiar Amazon EBS API.

Certain Amazon EBS commands are supported by using the EC2-compatible endpoint. Supported
commands include attach-volume, create-volume, delete-volume, detach-volume, and
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describe-volumes. For more information about these commands, see List of supported EC2-
compatible Amazon CLI commands on a Snowball Edge.

/A Important

Be sure to unmount any file systems on the device within your operating system before
detaching the volume. Failure to do so can potentially result in data loss.

Following, you can find Amazon EBS volume quotas and differences between Amazon EBS volumes
on your device and Amazon EBS volumes in the cloud:

« Amazon EBS volumes are only available to EC2-compatible instances running on the device
hosting the volumes.

« Volume types are limited to either capacity-optimized HDD (sbg1l) or performance-optimized
SSD (sbp1l). The default volume type is sbgl.

» Snowball Edge shares HDD memory between Amazon S3 objects and Amazon EBS. If you use
HDD-based block storage on Amazon Snowball Edge, it reduces the amount of memory available
for Amazon S3 objects. Likewise, Amazon S3 objects reduce the amount of memory available for
Amazon EBS block storage on HDD volumes.

« Amazon EC2-compatible root volumes always use the IDE driver. Additional Amazon EBS
volumes will preferentially use the Virtio driver if available. If the Virtio driver isn't available, SBE
defaults to the IDE driver. The Virtio driver allows for better performance and is recommended.

« When creating Amazon EBS volumes, the encrypted parameter isn't supported. However, all
data on your device is encrypted by default. .

» Volumes can be from 1 GB to 10 TB in size.
« Up to 10 Amazon EBS volumes can be attached to a single EC2-compatible instance.

» There is no formal limit to the number of Amazon EBS volumes you can have on your Amazon
Snowball Edge device. However, total Amazon EBS volume capacity is limited by the available
space on your device.
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Controlling network traffic with security groups on Snowball
Edge

A security group acts as a virtual firewall that controls the traffic for one or more instances. When
you launch an instance, you associate one or more security groups with the instance. You can
add rules to each security group to allow traffic to or from its associated instances. For more
information, see Amazon EC2 security groups for Linux instances in the Amazon EC2 User Guide.

Security groups on Snowball Edge devices are similar to security groups in the Amazon Cloud.
Virtual private clouds (VPCs) aren't supported on Snowball Edge devices.

Following, you can find the other differences between Snowball Edge security groups and EC2 VPC
security groups:

» Each Snowball Edge device has a limit of 50 security groups.
» The default security group allows all inbound and outbound traffic.

 Traffic between local instances can use either the private instance IP address or a public IP
address. For example, suppose that you want to connect using SSH from instance A to instance B.
In this case, your target IP address can be either the public IP or private IP address of instance B,
if the security group rule allows the traffic.

o Only the parameters listed for Amazon CLI actions and API calls are supported. These typically
are a subset of those supported in EC2 VPC instances.

For more information about supported Amazon CLI actions, see List of supported EC2-compatible
Amazon CLI commands on a Snowball Edge. For more information on supported APl operations,

see Supported Amazon EC2-compatible APl operations on a Snowball Edge.

Supported EC2-compatible instance metadata and user data on
Snowball Edge

Instance metadata is data about your instance that you can use to configure or manage the running
instance. Snowball Edge supports a subset of instance metadata categories for your compute
instances. For more information, see Instance metadata and user data in the Amazon EC2 User
Guide.

The following categories are supported. Using any other categories returns a 404 error message.

Controlling network traffic with security groups 262


https://docs.amazonaws.cn/AWSEC2/latest/UserGuide/using-network-security.html
https://docs.amazonaws.cn/AWSEC2/latest/UserGuide/ec2-instance-metadata.html

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Supported instance metadata categories on a Snowball Edge device

Data Description

ami-id The AMI ID used to launch the instance.

hostname The private IPv4 DNS hostname of the
instance.

instance-id The ID of this instance.

instance-type The type of instance.

local-hostname The private IPv4 DNS hostname of the
instance.

local-ipv4 The private IPv4 address of the instance.

mac The instance's media access control (MAC)
address.

network/interfaces/macs/ mac/ The interface's local hostname.

local-hostname

network/interfaces/macs/ mac/ The private IPv4 addresses associated with the
local-ipv4s interface.

network/interfaces/macs/ mac/mac The instance's MAC address.
network/interfaces/macs/ mac/ The Elastic IP addresses associated with the
public-ipv4s interface.

public-ipvé4 The public IPv4 address.
public-keys/0/openssh-key Public key. Only available if supplied at

instance launch time.
reservation-id The ID of the reservation.

userData Shell scripts to send instructions to an
instance at launch.
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Supported instance dynamic data categories on a Snowball Edge device

Data Description

instance-identity/document JSON containing instance attributes. Only
instanceld , imageld, privatelp ,
and instanceType have values, and the
other returned attributes are null. For more
information, see Instance Identity Documents
in the Amazon EC2 User Guide.

Computer instance user data on Snowball Edge

Use shell scripts to access compute instance user data on a Snowball Edge device. Using shell
scripts, you can send instructions to an instance at launch. You can change user data with the
modify-instance-attribute Amazon CLI command, or the ModifyInstanceAttribute API
action.

To change user data

1. Stop your compute instance with the stop-instances Amazon CLI command.

2. Using the modify-instance-attribute Amazon CLI command, modify the userData
attribute.

3. Restart your compute instance with the start-instances Amazon CLI command.

Only shell scripts are supported for compute instances. There is no support for cloud-init
package directives on compute instances running on a Snowball Edge device. For more information
about working with Amazon CLI commands, see the Amazon CLI Command Reference.

Stopping EC2-compatible instances running on Snowball Edge

To avoid accidentally deleting the Amazon EC2-compatible instances that you create on a device,
don't shut down your instances from the operating system. For example, don't use the shutdown
or reboot commands. Shutting down an instance from within the operating system has the same
effect as calling the terminate-instances command.
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Instead, use the stop-instances command to suspend Amazon EC2-compatible instances that you
want to preserve.
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Using Amazon loT Greengrass to run pre-installed
software on Amazon EC2-compatible instances on
Snowball Edge

Amazon loT Greengrass is an open source Internet of Things (IoT) edge runtime and cloud service
that helps you build, deploy, and manage loT applications on your devices. You can use Amazon
loT Greengrass to build software that enables your devices to act locally on the data that they
generate, run predictions based on machine learning models, and filter and aggregate device data.
For detailed information about Amazon loT Greengrass, see What is Amazon loT Greengrass? in the
Amazon loT Greengrass Version 2 Developer Guide.

By using Amazon loT Greengrass on your Snowball Edge device, you enable the device to collect
and analyze data closer to where it is generated, react autonomously to local events, and
communicate securely with other devices on the local network.

Setting up an Amazon EC2-compatible instance for Amazon loT
Greengrass on a Snowball Edge

® Note

To install Amazon loT Greengrass Version 2 on a Snowball Edge device, make sure that
your device is connected to the internet. After installation, the internet is not required for a
Snowball Edge device to work with Amazon loT Greengrass.

To set up an EC2-compatible instance for Amazon loT Greengrass V2
1. Launch the Amazon loT Greengrass validated AMI with a public IP Address and an SSH key:

a. Using the Amazon CLI: run-instances.

b. Using Amazon OpsHub: Launching an Amazon EC2-compatible instance.
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® Note

Take note of the public IP address and SSH key name that are associated with the
instance.

2. Connect to the EC2-compatible instance using SSH. To do so, run the following command on
the computer that is connected to your device. Replace ssh-key with the key you used to
launch the EC2-compatible instance. Replace public-ip-address with the public IP address
of the EC2-compatible instance.

ssh -i ssh-key ec2-user@ public-ip-address

/A Important

If your computer uses an earlier version of Microsoft Windows, you might not have
the SSH command, or you might have SSH but can’t connect to your EC2-compatible
instance. To connect to your EC2-compatible instance, you can install and configure
PuTTY, which is a no-cost, open source SSH client. You must convert the SSH key from
.pem format to PUTTY format and connect to your EC2 instance. For instructions

on how to convert from . pemto PuTTY format, see Convert your private key using

PuTTYgen in the Amazon EC2 User Guide.

Installing Amazon loT Greengrass on an EC2-compatible instance on a
Snowball Edge

Next, you set up your EC2-compatible instance as an Amazon loT Greengrass Core device that you
can use for local development.

To install Amazon loT Greengrass

1. Use the following command to install the prerequisite software for Amazon loT Greengrass.
This command installs the Amazon Command Line Interface (Amazon CLI) v2, Python 3, and
Java 8.
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curl "https://awscli.amazonaws.com/awscli-exe-1linux-x86_64.zip" -o "awscliv2.zip"
&& unzip awscliv2.zip && sudo ./aws/install && sudo yum -y install python3
java-1.8.0-openjdk

2. Grant the root user permission to run the Amazon IoT Greengrass software and modify the
root permission from root ALL=(ALL) ALL to root ALL=(ALL:ALL) ALL inthe sudoers
config file.

sudo sed -in 's/root\tALL=(ALL)/root\tALL=(ALL:ALL)/' /etc/sudoers

3. Use the following command to download the Amazon loT Greengrass Core software.

curl -s https://d2s8p88vquow66.cloudfront.net/releases/greengrass-nucleus-
latest.zip > greengrass-nucleus-latest.zip && unzip greengrass-nucleus-latest.zip -
d GreengrassCore && rm greengrass-nucleus-latest.zip

4. Use the following commands to provide credentials to allow you to install Amazon loT
Greengrass Core software. Replace the example values with your credentials:

export AWS_ACCESS_KEY_ID=AKIAIOSFODNN7EXAMPLE
export AWS_SECRET_ACCESS_KEY=wJalrXUtnFEMI/K7MDENG/bPxRfiCYEXAMPLEKEY

(® Note

These are credentials from the IAM user in the Amazon Region, not the Snowball Edge
device.

5. Use the following command to install the Amazon loT Greengrass Core software. The
command creates Amazon resources that the core software requires to operate and sets up the
core software as a system service that runs when the AMI boots up.

Replace the following parameters in the command:

« region: The Amazon Region in which to find or create resources.

« MyGreengrassCore: The name of the Amazon loT thing for your Amazon loT Greengrass
core device.
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» MyGreengrassCoreGroup: The name of the Amazon loT thing group for your Amazon loT
Greengrass core device.

sudo -E java -Droot="/greengrass/v2" -Dlog.store=FILE \
-jar ./GreengrassInstaller/lib/Greengrass.jar \
--aws-region region \
--thing-name MyGreengrassCore \
--thing-group-name MyGreengrassCoreGroup \
--thing-policy-name GreengrassV2IoTThingPolicy \
--tes-role-name GreengrassV2TokenExchangeRole \
--tes-role-alias-name GreengrassCoreTokenExchangeRoleAlias \
--component-default-user ggc_user:ggc_group \
--provision true \
--setup-system-service true \
--deploy-dev-tools true

(® Note

This command is for an Amazon EC2-compatible instance running an Amazon Linux 2
AMI. For a Windows AMI, see Install the Amazon loT Greengrass Core software.

When you are finished, you will have an Amazon loT Greengrass core running on your Snowball
Edge device for your local use.
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Using Amazon Lambda with an Amazon Snowball Edge

Amazon Lambda powered by Amazon loT Greengrass is a compute service that lets you to run
serverless code (Lambda functions) locally on Snowball Edge devices. You can use Lambda to
invoke Lambda functions on a Snowball Edge device with Message Queuing Telemetry Transport
(MQTT) messages, run Python code in Lambda functions, and use them to call public Amazon
service endpoints in the cloud. To use Lambda functions with Snowball Edge devices, you must
create your Snowball Edge jobs in an Amazon Web Services Region supported by Amazon loT
Greengrass. For a list of valid Amazon Web Services Regions, see Amazon loT Greengrass in the
Amazon Web Services General Reference. Lambda on Snowball Edge is available in Regions where
Lambda and Snowball Edge devices are available.

@ Note

If you allocate the minimum recommendation of 128 MB of memory for each of your
functions, you can have up to seven Lambda functions in a single job.

Topics

« Getting started using Lambda on Snowball Edge

» Deploy a Lambda function to a Snowball Edge device

Getting started using Lambda on Snowball Edge

Before you create a Lambda function in the Python language to run on your Snowball Edge, we
recommend that you familiarize yourself with the following services, concepts, and related topics.

Prerequisites for Amazon loT Greengrass on Snowball Edge

Amazon loT Greengrass is software that extends Amazon Web Services Cloud capabilities to local
devices. Amazon loT Greengrass makes it possible for local devices to collect and analyze data
closer to the source of information, while also securely communicating with each other on local
networks. More specifically, developers who use Amazon loT Greengrass can author serverless code
(Lambda functions) in the Amazon Web Services Cloud. They can then conveniently deploy this
code to devices for local execution of applications.
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The following Amazon loT Greengrass concepts are important to understand when using Amazon
loT Greengrass with a Snowball Edge:

« Amazon loT Greengrass requirements — For a full list of Amazon loT Greengrass requirements,
see Requirements in the Amazon loT Greengrass Version 2 Developer Guide.

« Amazon loT Greengrass core — Download the Amazon loT Greengrass core software and install
it on an EC2 instance running on the device. See Using Amazon loT Greengrass on Amazon EC2

instances in this guide.

To use Lambda functions on a Snowball Edge device, you must first install Amazon loT
Greengrass Core software on an Amazon EC2 instance on the device. The Lambda functions you
plan to use on the Snowball Edge device must be created by the same account you will use to
install Amazon loT Greengrass on the Snowball Edge device. For information about installing
Amazon loT Greengrass on your Snowball Edge device, see Using Amazon loT Greengrass to run

pre-installed software on Amazon EC2-compatible instances on Snowball Edge.

o Amazon loT Greengrass group — A Snowball Edge device is part of an Amazon loT Greengrass
group as the group's core device. For more information about groups, see Amazon Greengrass

loT Groups in the Amazon IoT Greengrass Developer Guide.

« MQTT - Amazon loT Greengrass uses the industry-standard, lightweight MQTT protocol to
communicate within a group. Any device or software compatible with MQTT in your Amazon loT
Greengrass group can invoke MQTT messages. These messages can invoke Lambda functions, if
you define the related MQTT message to do so.

Prerequisites for Amazon Lambda on Snowball Edge

Amazon Lambda is a compute service that lets you run code without provisioning or managing
servers. The following Lambda concepts are important to understand when using Lambda with a
Snowball Edge:

« Lambda functions - Your custom code, uploaded and published to Lambda and used on a
Snowball Edge. For more information, see Lambda Functions in the Amazon Lambda Developer
Guide.

« Lambda console — The console in which you upload, update, and publish your Python-language
Lambda functions for use on a Snowball Edge. For more information about the Lambda console,

see Lambda console in the Amazon Lambda Developer Guide.
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« Python - The high-level programming language used for your Lambda functions powered by
Amazon loT Greengrass on a Snowball Edge. Amazon loT Greengrass supports Python version
3.8.x.

Deploy a Lambda function to a Snowball Edge device

To run a Lambda function on a Snowball Edge device in an Amazon loT Greengrass group,
import the function as a component. For complete information about importing a function as
a component using the Amazon loT Greengrass console, see Import a Lambda function as a

component (console) in the Amazon loT Greengrass Version 2 Developer Guide.

1. Inthe Amazon loT console, on the Greengrass components page, choose Create component.

2. In Component source, choose Import Lambda function. In Lambda function, choose the
name of your function. In Lambda function version, choose the version of your function.

3. To subscribe the function to messages on which it can act, choose Add event source and
choose the event. In Timeout (seconds), provide a timeout period in seconds.

In Pinned, choose whether or not to pin your function.
Choose Create component

Choose Deploy.

N o v &

In Deployment, choose Add to existing deployment, then choose your Greengrass group.
Choose Next.

8. In Public components, choose these components:

« aws.greengrass.Cli

« aws.greengrass.L.ambdalLauncher
« aws.greengrass.L.ambdaManager
« aws.greengrass.LambdaRuntimes
« aws.greengrass.Nucleus

9. Choose Deploy.
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Using Amazon S3 compatible storage on Snowball Edge

Amazon S3 compatible storage on Snowball Edge delivers secure object storage with increased
resiliency, scale, and an expanded Amazon S3 API feature-set to rugged, mobile edge, and
disconnected environments. Using Amazon S3 compatible storage on Snowball Edge, you can store
data and run highly available applications on Snowball Edge for edge computing.

You can create Amazon S3 buckets on the Snowball Edge devices to store and retrieve objects on
premises for applications that require local data access, local data processing, and data residency.
Amazon S3 compatible storage on Snowball Edge provides a new storage class, SNOW, which

uses the Amazon S3 APIs, and is designed to store data durably and redundantly across multiple
Snowball Edge devices. You can use the same APIs and features on Snowball Edge buckets that you
do on Amazon S3, including bucket lifecycle policies, encryption, and tagging. When the device or
devices are returned to Amazon, all data created or stored in Amazon S3 compatible storage on
Snowball Edge is erased. For more information, see Local Compute and Storage Only Jobs.

You can deploy Amazon S3 compatible storage on Snowball Edge in standalone configuration or
in cluster configuration. In standalone configuration, you can provision S3 capacity on the device
and the balance is available as block storage. In cluster configuration, all data disk capacity is used
for S3 storage. A cluster may consist of a minimum of 3 devices up to a maximum of 16 devices.
Depending on the size of cluster, S3 service is designed to sustain device fault tolerance of 1 or 2
devices.

With Amazon DataSync, you can transfer objects between Amazon S3 compatible storage on
Snowball Edge on a Snowball Edge device and Amazon storage services. For more information, see
Configuring transfers with S3 compatible storage on Snowball Edge in the Amazon DataSync User
Guide.

Following is the Amazon S3 compatible storage on Snowball Edge storage capacity and block
storage capacity for a standalone device using Amazon S3 compatible storage on Snowball Edge.
For fault tolerance and storage capacity of clusters, see this table.
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Snowball Edge Compute Optimized with NVMe storage

Storage capacity of Amazon S3 compatible storage on Snowball Edge and block storage of
Snowball Edge Compute Optimized (Compute Optimized with AMD EPYC Gen2 and NVMe)
devices

Amazon S3 compatible storage on Block storage capacity (in TB)
Snowball Edge storage capacity (in TB)

3 17.5
5.5 14.5
10.5 8.5
12 6.5
13 5.5
16.5 1.5

Snowball Edge storage optimized 210 TB

Storage capacity of Amazon S3 compatible storage on Snowball Edge and block storage of
Snowball Edge storage optimized 210 TB devices

Amazon S3 compatible storage on Block storage capacity (in TB)
Snowball Edge storage capacity (in TB)

20 206
40 182
60 158
80 134
100 110

120 86
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Amazon S3 compatible storage on Block storage capacity (in TB)
Snowball Edge storage capacity (in TB)

140 62
160 38
180 14
190 2

Amazon S3 compatible storage on Snowball Edge specifications:

« The maximum number of Snowball Edge buckets is 100 per device or per cluster.

« The S3 on Snowball Edge bucket owner account owns all objects in the bucket.

o Only the S3 on Snowball Edge bucket owner account can perform operations on the bucket.
« Object size limitations are consistent with those in Amazon S3.

« All objects stored on S3 on Snowball Edge have SNOW as the storage class.

» By default, all objects stored in the SNOW storage class are stored using server-side encryption
with Amazon S3 managed encryption keys (SSE-S3). You can also explicitly choose to store
objects by using server-side encryption with customer-provided encryption keys (SSE-C).

« If there is not enough space to store an object on your Snowball Edge, the API returns an
insufficient capacity exception (ICE).

Topics

» Order Amazon S3 compatible storage on Snowball Edge

» Setting up and starting Amazon S3 compatible storage on Snowball Edge

« Working with S3 buckets with Amazon S3 compatible storage on Snowball Edge

« Determining whether you can access an Amazon S3 compatible storage on Snowball Edge bucket
on a Snowball Edge

» Retrieving a list of buckets or regional buckets in Amazon S3 compatible storage on Snowball
Edge on a Snowball Edge

» Getting a bucket with Amazon S3 compatible storage on Snowball Edge on a Snowball Edge

» Creating an S3 bucket in Amazon S3 compatible storage on Snowball Edge on a Snowball Edge
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» Deleting a bucket in Amazon S3 compatible storage on Snowball Edge on a Snowball Edge

» Creating and managing an object lifecycle configuration using the Amazon CLI

« Copying an object to an Amazon S3 compatible storage on Snowball Edge bucket on a Snowball

Edge
« Listing objects in a bucket in Amazon S3 compatible storage on Snowball Edge on a Snowball

Edge
» Getting an object from a bucket in Amazon S3 compatible storage on Snowball Edge on a

Snowball Edge

« Deleting objects in buckets in Amazon S3 compatible storage on Snowball Edge

o Supported REST API actions for Amazon S3 compatible storage on Snowball Edge

» Using Amazon S3 compatible storage on Snowball Edge with a cluster of Snow devices

» Configuring Amazon S3 compatible storage on Snowball Edge event notifications

» Configuring local SMTP notifications on Snowball Edge

Order Amazon S3 compatible storage on Snowball Edge

Ordering a device for Amazon S3 compatible storage on Snowball Edge is very similar to the
process for ordering a Snowball Edge. To order, see Creating a job to order a Snowball Edge device
in this guide and keep these items in mind during the ordering process:

« For Choose a job type, choose Local compute and storage only.
« Under Snow devices, choose Snowball Edge Compute Optimized
« Under Select the storage type, select Amazon S3 compatible storage on Snowball Edge.

» For a standalone device, under Storage capacity, choose Single device and then select your
desired storage amount.

» For a cluster, under Storage capacity select Cluster and then select your desired storage capacity
and fault tolerance.

Setting up and starting Amazon S3 compatible storage on
Snowball Edge

Install and configure software tools from Amazon to your local environment to interact with
the Snowball Edge device or cluster of devices and Amazon S3 compatible storage on Snowball
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Edge. Then, use these tools to set up the Snowball Edge device or cluster and start Amazon S3
compatible storage on Snowball Edge.

Prerequisites

Amazon S3 compatible storage on Snowball Edge requires you to have the Snowball Edge Client
and the Amazon CLI installed to your local environment. You can also use Amazon SDK for .NET
and Amazon Tools for Windows PowerShell to work with Amazon S3 compatible storage on
Snowball Edge. Amazon recommends using the following versions of these tools:

« Snowball Edge Client — Use the latest version. For more information, see Downloading and
installing the Snowball Edge Client in this guide.

« Amazon CLI - Version 2.11.15 or newer. For more information, see Installing, updating, and

uninstalling the Amazon CLI in the Amazon Command Line Interface User Guide.

« Amazon SDK for .NET — AWSSDK.S3Control 3.7.304.8 or newer. For more information, see
Amazon SDK for .NET.

« Amazon Tools for Windows PowerShell — Version 4.1.476 or newer. For more information, see
Amazon Tools for Windows PowerShell User Guide.

Setting up your local environment

This section describes how to set up and configure the Snowball Edge Client and your local
environment for use with Amazon S3 compatible storage on Snowball Edge.

1. Download and install the Snowball Edge Client. For more information, see Downloading and

installing the Snowball Edge Client.

2. Configure a profile for the Snowball Edge Client. For more information, see Configuring a

profile for the Snowball Edge Client.

3. If you are using Amazon SDK for .NET, set the clientConfig.AuthenticationRegion
parameter value as follows:

clientConfig.AuthenticationRegion = "snow"

Prerequisites 277


https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#download-the-client
https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#download-the-client
https://docs.amazonaws.cn/cli/v1/userguide/cli-chap-install.html
https://docs.amazonaws.cn/cli/v1/userguide/cli-chap-install.html
https://docs.amazonaws.cn/sdk-for-net
https://docs.amazonaws.cn/powershell/latest/userguide/
https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#download-the-client
https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#download-the-client
https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#client-configuration
https://docs.amazonaws.cn/snowball/latest/developer-guide/using-client-commands.html#client-configuration

Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

Setting up your Snowball Edge device
Setting up IAM on the Snowball Edge

Amazon Identity and Access Management (IAM) helps you to enable granular access to Amazon
resources that run on your Snowball Edge devices. You use IAM to control who is authenticated
(signed in) and authorized (has permissions) to use resources.

IAM is supported locally on the Snowball Edge. You can use the local IAM service to create roles
and attach IAM policies to them. You can use these policies to allow the access necessary to
perform assigned tasks.

The following example allows full access to the Amazon S3 API:

"Version": "2012-10-17",
"Statement": [

{
"Sid": "VisualEditorQ",
"Effect": "Allow",
"Action": "s3:*",
"Resource": "*"

}

For more IAM policy examples, see the Amazon Snowball Edge Developer Guide.

Starting the Amazon S3 compatible storage on Snowball Edge service

Use the following instructions to start the Amazon S3 compatible storage on Snowball Edge
service on a Snowball Edge device or cluster.

If you prefer a more user-friendly experience, you can start the Amazon S3 compatible storage on
Snowball Edge service for a standalone device or cluster of devices using Amazon OpsHub. See Set
up Amazon S3 compatible storage on Snowball Edge with Amazon OpsHub.

1.  Unlock your Snowball Edge device or cluster of devices by running the following command:

» For asingle device:
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snowballEdge unlock-device --endpoint https://snow-device-ip

o For a cluster:

snowballEdge unlock-cluster

2. Run the following command and make sure that the Snowball Edge device or cluster of devices
are unlocked:

» For asingle device:

snowballEdge describe-device --endpoint https://snow-device-ip

« For a cluster:

snowballEdge describe-cluster --device-ip-addresses [snow-device-1-ip] [snow-
device-2-ip] /
[snow-device-3-ip] [snow-device-4-ip] [snow-device-5-ip] /
[snow-device-6-ip]

3. For each device (whether you have one or a cluster), to start Amazon S3 compatible storage on
Snowball Edge, do the following:

a. Fetch the device's PhysicalNetworkInterfaceld by running the following describe-
device command:

snowballEdge describe-device --endpoint https://snow-device-ip

b. Run the following create-virtual-network-interface command twice to create
the virtual network interfaces (VNIs) for the s3control (for bucket operations) and
s3api (for object operations) endpoints.

snowballEdge create-virtual-network-interface --ip-address-assignment
dhcp --manifest-file manifest --physical-network-interface-id
"PhysicalNetworkInterfaceId" --unlock-code unlockcode --endpoint https://snow-
device-ip
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The command returns a JSON structure that includes the IP address. Make a note of that
IP address.

For details about these commands, see Setting up a Virtual Network Interface (VNI) on a

Snowball Edge.

® Note

Starting Amazon S3 compatible storage on Snowball Edge consumes device
resources.

4. Start the Amazon S3 compatible storage on Snowball Edge service by running the following
start-service command. which includes the IP addresses of your devices and the Amazon
Resource Names (ARNs) of the VNIs that you created for the s3control and s3api endpoints:

To start the service on a single device:

snowballEdge start-service --service-id s3-snow --device-ip-addresses snow-
device-1-ip --virtual-network-interface-arns vni-arn-1 vni-arn-2

To start the service on a cluster:

snowballEdge start-service --service-id s3-snow --device-ip-addresses snow-
device-1-ip snow-device-2-ip snow-device-3-ip --virtual-network-interface-arns vni-
arn-1 vni-arn-2 vni-arn-3 vni-arn-4 vni-arn-5 vni-arn-6

For --virtual-network-interface-arns, include ARNs for all the VNIs that you created
in the previous step. Separate each ARN using a space.

5. Run the following describe-service command for a single device:

snowballEdge describe-service --service-id s3-snow

Wait until service status is Active.

Run the following describe-service command for a cluster:
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snowballEdge describe-service --service-id s3-snow \
--device-ip-addresses snow-device-1-ip snow-device-2-ip snow-device-3-ip

Viewing information about Amazon S3 compatible storage on Snowball
Edge endpoints

When the Amazon S3 compatible storage on Snowball Edge service is running, you can use the
describe-service Snowball Edge Client command to view the IP addresses associated with the
s3control and s3api endpoints.

snowballEdge describe-service --service-id s3-snow --endpoint https://snow-device-ip-
address --profile profile-name

Example output of describe-sexrvice command

In this example, the IP address of the s3control endpoint is 192.168.1.222 and the IP address of the
s3api endpoint is 192.168.1.152.

{
"ServiceId": "s3-snow",
"Autostart": true,
"Status": {

"State": "ACTIVATING",
"Details": "Attaching storage"

},
"ServiceCapacities": [
{
"Name": "S3 Storage",
"Unit": "Byte",
"Used": 148599705600,
"Available": 19351400294400
}
1,
"Endpoints": [
{

"Protocol": "https",
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"Port": 443,
"Host": "192.168.1.222",
"CertificateAssociation": {
"CertificateArn": "arn:aws:snowball-
device:::certificate/30c563f1124707705117f57f6c3accd42a4528ed6dbale35¢c1822a391a717199d8c49973d3
.
"Description": "s3-snow bucket API endpoint (for s3control SDK)",
"DevicelId": "JID-beta-207429000001-23-12-28-03-51-11",
"Status": {
"State": "ACTIVE"

}
.
{
"Protocol": "https",
"Port": 443,
"Host": "192.168.1.152",
"CertificateAssociation": {
"CertificateArn": "arn:aws:snowball-
device:::certificate/30c563f1124707705117f57f6c3accd42a4528ed6dbale35c1822a391a717199d8c49973d3
.
"Description": "s3-snow object & bucket API endpoint (for s3api SDK)",
"DevicelId": "JID-beta-207429000001-23-12-28-03-51-11",
"Status": {
"State": "ACTIVATING"
}
}

Working with S3 buckets with Amazon S3 compatible storage
on Snowball Edge

With Amazon S3 compatible storage on Snowball Edge, you can create Amazon S3 buckets on your
Snowball Edge devices to store and retrieve objects on premises for applications that require local
data access, local data processing, and data residency. Amazon S3 compatible storage on Snowball
Edge provides a new storage class, SNOW, which uses the Amazon S3 APIs, and is designed to store
data durably and redundantly across multiple Snowball Edge devices. You can use the same APIs
and features on Snowball Edge buckets that you do on Amazon S3, including bucket lifecycle
policies, encryption, and tagging.

Working with S3 buckets 282



Amazon Snowball Edge Developer Guide ***Unable to locate subtitle***

You can use Amazon S3 compatible storage on Snowball Edge using the Amazon Command
Line Interface (Amazon CLI) or programatically through the Amazon Java SDK. With the Amazon
CLI, you can set up an s3api or s3control endpoint and interact with it through commands. We
recommend using the s3api endpoint because the same endpoint can be used for bucket and
object operations.

® Note

The s3api endpoint is available for version 8004 and newer of the Snowball Edge
software. To find the version of the Snowball Edge software installed on a device, use the
snowballEdge check-for-updates command. To update a Snowball Edge device, see
Updating software on Snowball Edge devices.

Using the Amazon CLI
Follow these instructions to work with Amazon S3 buckets on your device using the Amazon CLI.
To set up the Amazon CLI

1. Create a profile for object endpoints in ~/.aws/config.

[profile your-profile]

aws_access_key_id = your-access-id
aws_secret_access_key = your-access-key
region = snow

ca_bundle = dev/apps/ca-certs/your-ca_bundle

2. Obtain a certificate from your device. For information, see the Snowball Edge Developer Guide.

3. If youinstalled the SDK in a virtual environment, activate it using the following command:

source your-virtual-environment-name/bin/activate

After you set up your operations, you can use the s3api SDK or s3control SDK to access S3 buckets
on Snowball Edge with the Amazon CLI.

Example of accessing S3 bucket using the s3api SDK
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aws s3api list-buckets --endpoint-url https://s3api-endpoint-ip --profile your-profile

Example of accessing S3 buckets using the s3control SDK

aws s3control list-regional-buckets --account-id bucket-owner --endpoint-url
https://s3ctrlapi-endpoint-ip --profile your-profile

Example of accessing S3 objects using the s3api SDK

aws s3api list-objects-v2 --endpoint-url https://s3api-endpoint-ip --profile your-
profile

Using the Java SDK

Use the following example to work with Amazon S3 buckets and objects using the Java SDK.

import software.amazon.awssdk.services.s3.S3Client;

import software.amazon.awssdk.auth.credentials.AwsBasicCredentials;
import software.amazon.awssdk.auth.credentials.StaticCredentialsProvider;
import software.amazon.awssdk.http.SdkHttpClient;bg

import software.amazon.awssdk.http.apache.ApacheHttpClient;

import software.amazon.awssdk.regions.Region;

import java.net.URI;

AwsBasicCredentials creds = AwsBasicCredentials.create(accessKey, secretKey); // set
creds by getting Access Key and Secret Key from snowball edge

SdkHttpClient httpClient =
ApacheHttpClient.builder().tlsTrustManagersProvider(trustManagersProvider).build(); //
set trust managers provider with client certificate from snowball edge

String s3SnowEndpoint = "10.0.0.0"; // set s3-snow object api endpoint from describe
service

S3Client s3Client =
S3Client.builder().httpClient(httpClient).region(Region.of("snow")).endpointOverride(new
URI(s3SnowEndpoint)).credentialsProvider(StaticCredentialsProvider.create(creds)).build();
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Bucket ARN format

You can use the Amazon Resource Name (ARN) format listed here to identify an Amazon S3 bucket
on a Snowball Edge device:

arn:partition:s3:snow:account-id:device/device-id/bucket/bucket-name

Where partition is the partition of the Region where you ordered your Snowball Edge device.
device-idis the job_id if the device is a standalone Snowball Edge device, or the cluster_idif
you have a Snowball Edge cluster.

Bucket location format

The bucket location format specifies the Snowball Edge device where the bucket will be created.
The bucket location has the following format:

/device-id/bucket/bucket-name

For more information, see create-bucket in the Amazon CLI Command Reference.

Determining whether you can access an Amazon S3 compatible
storage on Snowball Edge bucket on a Snowball Edge

The following example uses the head-bucket command to determine if an Amazon S3 bucket
exists and you have permissions to access it using the Amazon CLI. To use this command, replace
each user input placeholder with your own information.

aws s3api head-bucket --bucket sample-bucket --endpoint-url https://s3api-endpoint-ip
--profile your-profile

Retrieving a list of buckets or regional buckets in Amazon S3
compatible storage on Snowball Edge on a Snowball Edge

Use the 1list-regional-buckets or list-buckets to list Amazon S3 compatible storage on
Snowball Edge buckets using the Amazon CLI.
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Example of retrieving a list of buckets or regional buckets with Amazon CLI

s3api syntax

aws s3api list-buckets --endpoint-url https://s3api-endpoint-ip --profile your-
profile

For more information about the 1ist-buckets command, see list-buckets in the Amazon CLI

Command Reference

s3control syntax

aws s3control list-regional-buckets --account-id 123456789012 --endpoint-url
https://s3ctrlapi-endpoint-ip --profile your-profiles

For more information about the 1ist-regional-buckets command, see list-regional-
buckets in the Amazon CLI Command Reference.

The following SDK for Java example gets a list of buckets on Snowball Edge devices. For more
information, see ListBuckets in the Amazon Simple Storage Service APl Reference.

import com.amazonaws.services.s3.model.*;

public void listBuckets() {
ListBucketsRequest reqlListBuckets = new ListBucketsRequest()
.withAccountId(AccountId)
ListBucketsResult resplListBuckets s3APIClient.RegionalBuckets(regListBuckets);
System.out.printf("ListBuckets Response: %s%n", resplListBuckets.toString());

}

The following PowerShell example gets a list of buckets on Snowball Edge devices.

Get-S3CRegionalBucketlList -AccountId 01234567891@ -Endpoint "https://snowball_ip" -

Region snow

The following .NET example gets a list of buckets on Snowball Edge devices.
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using Amazon.S3Control;
using Amazon.S3Control.Model;

namespace SnowTest;

internal class Program

{
static async Task Main(string[] args)
{
var config = new AmazonS3ControlConfig
{
ServiceURL = "https://snowball_ip",
AuthenticationRegion = "snow" // Note that this is not RegionEndpoint
I

var client = new AmazonS3ControlClient(config);

var response = await client.ListRegionalBucketsAsync(new
ListRegionalBucketsRequest()

{
AccountId = "012345678910"

1)

Getting a bucket with Amazon S3 compatible storage on
Snowball Edge on a Snowball Edge

The following example gets an Amazon S3 compatible storage on Snowball Edge bucket using the
Amazon CLI. To use this command, replace each user input placeholder with your own information.

aws s3control get-bucket --account-id 123456789012 --bucket amzn-s3-demo-bucket --
endpoint-url https://s3ctrlapi-endpoint-ip --profile your-profile

For more information about this command, see get-bucket in the Amazon CLI Command Reference.

The following Amazon S3 compatible storage on Snowball Edge example gets a bucket using the
SDK for Java. For more information, see GetBucket in the Amazon Simple Storage Service API
Reference.
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import com.amazonaws.services.s3control.model.*;
public void getBucket(String bucketName) {

GetBucketRequest reqGetBucket = new GetBucketRequest()
.withBucket(bucketName)
.withAccountId(AccountId);

GetBucketResult respGetBucket = s3ControlClient.getBucket(reqGetBucket);
System.out.printf("GetBucket Response: %s%n'", respGetBucket.toString());

Creating an S3 bucket in Amazon S3 compatible storage on
Snowball Edge on a Showball Edge

You can create Amazon S3 buckets on your Snowball Edge device to store and retrieve objects at
the edge for applications that require local data access, local data processing, and data residency.
Amazon S3 compatible storage on Snowball Edge provides a new storage class, SNOW, which uses
Amazon S3 and is designed to store data durably and redundantly across multiple devices . You
can use the same APIs and features as you do on Amazon S3 buckets, including bucket lifecycle
policies, encryption, and tagging.

The following example creates an Amazon S3 bucket for a Snowball Edge device using the Amazon
CLI. To run this command, replace the user input placeholders with your own information.

Example of creating an S3 bucket

s3api syntax

aws s3api create-bucket --bucket your-snow-bucket --endpoint-url https://s3api-
endpoint-ip --profile your-profile

s3control syntax
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aws s3control create-bucket --bucket your-snow-bucket --endpoint-url
https://s3ctrlapi-endpoint-ip --profile your-profile

Deleting a bucket in Amazon S3 compatible storage on
Snowball Edge on a Showball Edge

You can use the s3api SDK or s3control SDK to delete a bucket in Amazon S3 compatible storage
on Snowball Edge.

/A Important

« The Amazon Web Services account that creates the bucket owns it and is the only one
that can delete it.

« Snowball Edge buckets must be empty before they can be deleted.

« You cannot recover a bucket after it has been deleted.

The following examples delete an Amazon S3 compatible storage on Snowball Edge bucket
using the Amazon CLI. To use this command, replace each user input placeholder with your own
information.

Example of deleting a bucket

s3api syntax

aws s3api delete-bucket --bucket amzn-s3-demo-bucket --endpoint-url https://s3api-
endpoint-ip --profile your-profile

For more information about this command, see delete-bucket in the Amazon CLI Command
Reference.

s3control syntax

aws s3control delete-bucket --account-id 123456789012 --bucket amzn-s3-demo-bucket
--endpoint-url https://s3ctrlapi-endpoint-ip --profile your-profile
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For more information about this command, see delete-bucket in the Amazon CLI Command
Reference.

Creating and managing an object lifecycle configuration using
the Amazon CLI

You can use Amazon S3 Lifecycle to optimize storage capacity for Amazon S3 compatible storage
on Snowball Edge. You can create lifecycle rules to expire objects as they age or are replaced by
newer versions. You can create, enable, disable, or delete a lifecycle rule. For more information
about Amazon S3 Lifecycle, see Managing your storage lifecycle.

(® Note

The Amazon Web Services account that creates the bucket owns it and is the only one that
can create, enable, disable, or delete a lifecycle rule.

To create and manage a lifecycle configuration for an Amazon S3 compatible storage on Snowball
Edge bucket using the Amazon Command Line Interface (Amazon CLI), see the following examples.

PUT a lifecycle configuration on a Snowball Edge bucket

The following Amazon CLI example puts a lifecycle configuration policy on a Snowball Edge bucket.
This policy specifies that all objects that have the flagged prefix (myprefix) and tags expire after
10 days. To use this example, replace each user input placeholder with your own information.

First, save the lifecycle configuration policy to a JSON file. For this example, the file is named
lifecycle-example. json.

"Rules": [{
"ID": "id-1",
"Filter": {
"And": {
"Prefix": "myprefix",
"Tags": [{
"Value": "mytagvaluel",
"Key": "mytagkeyl"
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},

{
"Value": "mytagvalue2",
"Key": "mytagkey2"

}

I

"Status": "Enabled",

"Expiration": {
"Days": 10

]

After you save the file, submit the JSON file as part of the put-bucket-lifecycle-

configuration command. To use this command, replace each user input placeholder with your
own information.

Example of put-bucket-1lifecycle command

s3api syntax

aws s3api put-bucket-lifecycle-configuration --bucket example-snow-bucket \\
--lifecycle-configuration file://lifecycle-exam